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## Libraries

library(dplyr)

##   
## Attaching package: 'dplyr'

## The following objects are masked from 'package:stats':  
##   
## filter, lag

## The following objects are masked from 'package:base':  
##   
## intersect, setdiff, setequal, union

library(lubridate)

##   
## Attaching package: 'lubridate'

## The following objects are masked from 'package:base':  
##   
## date, intersect, setdiff, union

library(caret)

## Warning: package 'caret' was built under R version 4.3.2

## Loading required package: ggplot2

## Loading required package: lattice

library(MESS)

## Warning: package 'MESS' was built under R version 4.3.2

## Data Processing

project\_data <- read.csv("project\_data/project\_data.csv")  
  
rownames(project\_data) <- project\_data$Booking\_ID  
project\_data <- project\_data[, -1]  
  
training\_ind <- createDataPartition(project\_data$booking\_status,  
 p = 0.75,  
 list = F,  
 times = 1)  
  
training\_set <- project\_data[training\_ind, ]  
test\_set <- project\_data[-training\_ind, ]  
  
  
training\_set$booking\_status <- ifelse(training\_set$booking\_status=="canceled",1,0)  
test\_set$booking\_status <- ifelse(test\_set$booking\_status=="canceled",1,0)  
  
  
###### Training Set Categorical Features  
  
top\_8\_previous\_not\_cancelled <- training\_set %>%  
 group\_by(no\_of\_previous\_bookings\_not\_canceled) %>%  
 summarise(count = n()) %>%  
 arrange(desc(count)) %>%  
 select(no\_of\_previous\_bookings\_not\_canceled) %>%  
 slice(1:8)  
  
top\_2\_number\_of\_children <- training\_set %>%  
 group\_by(no\_of\_children) %>%  
 summarise(count = n()) %>%  
 arrange(desc(count)) %>%  
 slice(1:2)  
  
top\_3\_previous\_cancellations <- training\_set %>%  
 group\_by(no\_of\_previous\_cancellations) %>%  
 summarise(count = n()) %>%  
 arrange(desc(count)) %>%  
 slice(1:3)  
  
top\_8\_week\_nights <- training\_set %>%  
 group\_by(no\_of\_week\_nights) %>%  
 summarise(count = n()) %>%  
 arrange(desc(count)) %>%  
 slice(1:8)  
  
top\_6\_weekend\_nights <- training\_set %>%  
 group\_by(no\_of\_weekend\_nights) %>%  
 summarise(count = n()) %>%  
 arrange(desc(count)) %>%  
 slice(1:6)  
  
top\_4\_special\_requests <- training\_set %>%  
 group\_by(no\_of\_special\_requests) %>%  
 summarise(count = n()) %>%  
 arrange(desc(count)) %>%  
 slice(1:4)  
  
  
training\_set$no\_of\_previous\_bookings\_not\_canceled <- ifelse(  
 training\_set$no\_of\_previous\_bookings\_not\_canceled %in% top\_8\_previous\_not\_cancelled$no\_of\_previous\_bookings\_not\_canceled,  
 training\_set$no\_of\_previous\_bookings\_not\_canceled, "8+"  
)  
  
training\_set$no\_of\_children <- ifelse(  
 training\_set$no\_of\_children %in% top\_2\_number\_of\_children$no\_of\_children,  
 training\_set$no\_of\_children, "3+"  
)  
  
training\_set$no\_of\_previous\_cancellations <- ifelse(  
 training\_set$no\_of\_previous\_cancellations %in% top\_3\_previous\_cancellations$no\_of\_previous\_cancellations,  
 training\_set$no\_of\_previous\_cancellations, "3+"  
)  
  
training\_set$no\_of\_week\_nights <- ifelse(  
 training\_set$no\_of\_week\_nights %in% top\_8\_week\_nights$no\_of\_week\_nights,  
 training\_set$no\_of\_week\_nights, "8+"  
)  
  
training\_set$no\_of\_weekend\_nights <- ifelse(  
 training\_set$no\_of\_weekend\_nights %in% top\_6\_weekend\_nights$no\_of\_weekend\_nights,  
 training\_set$no\_of\_weekend\_nights, "6+"  
)  
  
training\_set$type\_of\_meal\_plan <- ifelse(training\_set$type\_of\_meal\_plan %in% c("meal\_plan\_1", "meal\_plan\_2"),  
 training\_set$type\_of\_meal\_plan,  
 "other")  
  
training\_set$no\_of\_special\_requests <- ifelse(training\_set$no\_of\_special\_requests %in% top\_4\_special\_requests$no\_of\_special\_requests,  
 training\_set$no\_of\_special\_requests,  
 "4+")  
  
training\_set$arrival\_date <- parse\_date\_time(training\_set$arrival\_date, "ymd")  
training\_set$booking\_date <- int\_start(interval(training\_set$arrival\_date - ddays(training\_set$lead\_time),   
 training\_set$arrival\_date))  
  
season\_months <- data.frame(winter = c(12,1,2), spring = c(3,4,5),  
 summer = c(6,7,8), fall = c(9,10,11))  
  
  
get\_season <- function(x) {  
 y <- month(x)  
 # print(y)  
 for (j in 1:length(colnames(season\_months))) {  
 # print(j)  
 if (y %in% season\_months[[j]]) {  
 # print(colnames(season\_months)[j])  
 return(colnames(season\_months)[j])  
 }  
 }  
}  
  
training\_set$arrival\_season <- sapply(training\_set$arrival\_date, get\_season)  
training\_set$arrival\_day <- wday(training\_set$arrival\_date)  
training\_set$arrival\_day <- ifelse(training\_set$arrival\_day %in% c(1,6,7),  
 "weekend", "weekday")  
  
  
categorical\_var <- c(1:7,10:13,15,18,19)  
for (i in categorical\_var) {  
 training\_set[[i]] <- factor(training\_set[[i]])  
}  
  
cat\_col <- colnames(training\_set[, c(1:7,10:13,15,18,19)])  
  
onehot\_encoder <- dummyVars(~ no\_of\_adults + no\_of\_children + no\_of\_weekend\_nights  
 + no\_of\_week\_nights + type\_of\_meal\_plan + required\_car\_parking\_space  
 + room\_type\_reserved + market\_segment\_type + repeated\_guest  
 + no\_of\_previous\_cancellations + no\_of\_previous\_bookings\_not\_canceled  
 + no\_of\_special\_requests + arrival\_season + arrival\_day,  
 training\_set[, c("no\_of\_adults","no\_of\_children","no\_of\_weekend\_nights",  
 "no\_of\_week\_nights","type\_of\_meal\_plan",  
 "required\_car\_parking\_space",  
 "room\_type\_reserved","market\_segment\_type",  
 "repeated\_guest","no\_of\_previous\_cancellations",  
 "no\_of\_previous\_bookings\_not\_canceled",  
 "no\_of\_special\_requests","arrival\_season",  
 "arrival\_day")],  
 levelsOnly = F,  
 fullRank = T)  
  
onehot\_enc\_training <- predict(onehot\_encoder, training\_set[, c("no\_of\_adults","no\_of\_children","no\_of\_weekend\_nights",  
 "no\_of\_week\_nights","type\_of\_meal\_plan",  
 "required\_car\_parking\_space",  
 "room\_type\_reserved","market\_segment\_type",  
 "repeated\_guest","no\_of\_previous\_cancellations",  
 "no\_of\_previous\_bookings\_not\_canceled",  
 "no\_of\_special\_requests","arrival\_season",  
 "arrival\_day")])  
  
training\_set <- cbind(training\_set, onehot\_enc\_training)  
  
####### Test Set Categorical Variables  
  
test\_set$no\_of\_previous\_bookings\_not\_canceled <- ifelse(  
 test\_set$no\_of\_previous\_bookings\_not\_canceled %in% top\_8\_previous\_not\_cancelled$no\_of\_previous\_bookings\_not\_canceled,  
 test\_set$no\_of\_previous\_bookings\_not\_canceled, "8+"  
)  
  
test\_set$no\_of\_children <- ifelse(  
 test\_set$no\_of\_children %in% top\_2\_number\_of\_children$no\_of\_children,  
 test\_set$no\_of\_children, "3+"  
)  
  
test\_set$no\_of\_previous\_cancellations <- ifelse(  
 test\_set$no\_of\_previous\_cancellations %in% top\_3\_previous\_cancellations$no\_of\_previous\_cancellations,  
 test\_set$no\_of\_previous\_cancellations, "3+"  
)  
  
test\_set$no\_of\_week\_nights <- ifelse(  
 test\_set$no\_of\_week\_nights %in% top\_8\_week\_nights$no\_of\_week\_nights,  
 test\_set$no\_of\_week\_nights, "8+"  
)  
  
test\_set$no\_of\_weekend\_nights <- ifelse(  
 test\_set$no\_of\_weekend\_nights %in% top\_6\_weekend\_nights$no\_of\_weekend\_nights,  
 test\_set$no\_of\_weekend\_nights, "6+"  
)  
  
test\_set$type\_of\_meal\_plan <- ifelse(test\_set$type\_of\_meal\_plan %in% c("meal\_plan\_1", "meal\_plan\_2"),  
 test\_set$type\_of\_meal\_plan,  
 "other")  
  
test\_set$no\_of\_special\_requests <- ifelse(test\_set$no\_of\_special\_requests %in% top\_4\_special\_requests$no\_of\_special\_requests,  
 test\_set$no\_of\_special\_requests,  
 "4+")  
  
test\_set$arrival\_date <- parse\_date\_time(test\_set$arrival\_date, "ymd")  
test\_set$booking\_date <- int\_start(interval(test\_set$arrival\_date - ddays(test\_set$lead\_time),   
 test\_set$arrival\_date))  
  
  
test\_set$arrival\_season <- sapply(test\_set$arrival\_date, get\_season)  
test\_set$arrival\_day <- wday(test\_set$arrival\_date)  
test\_set$arrival\_day <- ifelse(test\_set$arrival\_day %in% c(1,6,7),  
 "weekend", "weekday")  
  
  
categorical\_var <- c(1:7,10:13,15,18,19)  
for (i in categorical\_var) {  
 test\_set[[i]] <- factor(test\_set[[i]])  
}  
  
cat\_col <- colnames(test\_set[, c(1:7,10:13,15,18,19)])  
  
onehot\_encoder <- dummyVars(~ no\_of\_adults + no\_of\_children + no\_of\_weekend\_nights  
 + no\_of\_week\_nights + type\_of\_meal\_plan + required\_car\_parking\_space  
 + room\_type\_reserved + market\_segment\_type + repeated\_guest  
 + no\_of\_previous\_cancellations + no\_of\_previous\_bookings\_not\_canceled  
 + no\_of\_special\_requests + arrival\_season + arrival\_day,  
 test\_set[, c("no\_of\_adults","no\_of\_children","no\_of\_weekend\_nights",  
 "no\_of\_week\_nights","type\_of\_meal\_plan",  
 "required\_car\_parking\_space",  
 "room\_type\_reserved","market\_segment\_type",  
 "repeated\_guest","no\_of\_previous\_cancellations",  
 "no\_of\_previous\_bookings\_not\_canceled",  
 "no\_of\_special\_requests","arrival\_season",  
 "arrival\_day")],  
 levelsOnly = F,  
 fullRank = T)  
  
onehot\_enc\_test <- predict(onehot\_encoder, test\_set[, c("no\_of\_adults","no\_of\_children","no\_of\_weekend\_nights",  
 "no\_of\_week\_nights","type\_of\_meal\_plan",  
 "required\_car\_parking\_space",  
 "room\_type\_reserved","market\_segment\_type",  
 "repeated\_guest","no\_of\_previous\_cancellations",  
 "no\_of\_previous\_bookings\_not\_canceled",  
 "no\_of\_special\_requests","arrival\_season",  
 "arrival\_day")])  
  
test\_set <- cbind(test\_set, onehot\_enc\_test)  
  
  
##### Numerical Features  
  
test\_set[, c("lead\_time", "avg\_price\_per\_room")] <- scale(test\_set[, c("lead\_time", "avg\_price\_per\_room")],  
 center = apply(training\_set[, c("lead\_time", "avg\_price\_per\_room")], 2, mean),  
 scale = apply(training\_set[, c("lead\_time", "avg\_price\_per\_room")], 2, sd))  
training\_set[, c("lead\_time", "avg\_price\_per\_room")] <- scale(training\_set[, c("lead\_time", "avg\_price\_per\_room")])  
  
  
##### Create tensors  
  
train\_col <- ncol(training\_set)  
test\_col <- ncol(test\_set)  
  
training\_features <- array(data = unlist(training\_set[, c(8,14,20:train\_col)]),  
 dim = c(nrow(training\_set), length(c(8,14,20:train\_col))))  
training\_labels <- array(data = unlist(training\_set[, "booking\_status"]),  
 dim = nrow(training\_set))  
  
test\_features <- array(data = unlist(test\_set[, c(8,14,20:test\_col)]),  
 dim = c(nrow(test\_set), length(c(8,14,20:test\_col))))  
test\_labels <- array(data = unlist(test\_set[, "booking\_status"]),  
 dim = nrow(test\_set))

## Feed-forward Dense Neural Network

### Tensorflow Workspace

library(reticulate)

## Warning: package 'reticulate' was built under R version 4.3.2

library(tensorflow)

## Warning: package 'tensorflow' was built under R version 4.3.2

##   
## Attaching package: 'tensorflow'

## The following object is masked from 'package:caret':  
##   
## train

library(keras)

## Warning: package 'keras' was built under R version 4.3.2

use\_virtualenv("my\_tf\_workspace")

### Overfit Model

model <- keras\_model\_sequential(list(  
 layer\_dense(units = 100, activation = "relu"),  
 layer\_dense(units = 100, activation = "relu"),  
 layer\_dense(units = 50, activation = "relu"),  
 layer\_dense(units = 1, activation = "sigmoid")  
))  
  
compile(model,  
 optimizer = "rmsprop",  
 loss = "binary\_crossentropy",  
 metrics = "accuracy")  
  
history <- fit(model, training\_features, training\_labels,  
 epochs = 200, batch\_size = 512, validation\_split = 0.33)

## Epoch 1/200  
## 36/36 - 1s - loss: 0.4979 - accuracy: 0.7622 - val\_loss: 0.4595 - val\_accuracy: 0.7844 - 880ms/epoch - 24ms/step  
## Epoch 2/200  
## 36/36 - 0s - loss: 0.4122 - accuracy: 0.8143 - val\_loss: 0.4201 - val\_accuracy: 0.8142 - 162ms/epoch - 5ms/step  
## Epoch 3/200  
## 36/36 - 0s - loss: 0.3919 - accuracy: 0.8281 - val\_loss: 0.4334 - val\_accuracy: 0.8022 - 141ms/epoch - 4ms/step  
## Epoch 4/200  
## 36/36 - 0s - loss: 0.3823 - accuracy: 0.8309 - val\_loss: 0.3976 - val\_accuracy: 0.8226 - 141ms/epoch - 4ms/step  
## Epoch 5/200  
## 36/36 - 0s - loss: 0.3722 - accuracy: 0.8390 - val\_loss: 0.3918 - val\_accuracy: 0.8219 - 141ms/epoch - 4ms/step  
## Epoch 6/200  
## 36/36 - 0s - loss: 0.3654 - accuracy: 0.8387 - val\_loss: 0.3850 - val\_accuracy: 0.8252 - 144ms/epoch - 4ms/step  
## Epoch 7/200  
## 36/36 - 0s - loss: 0.3607 - accuracy: 0.8417 - val\_loss: 0.3813 - val\_accuracy: 0.8274 - 131ms/epoch - 4ms/step  
## Epoch 8/200  
## 36/36 - 0s - loss: 0.3561 - accuracy: 0.8432 - val\_loss: 0.3754 - val\_accuracy: 0.8299 - 126ms/epoch - 3ms/step  
## Epoch 9/200  
## 36/36 - 0s - loss: 0.3482 - accuracy: 0.8464 - val\_loss: 0.3705 - val\_accuracy: 0.8303 - 111ms/epoch - 3ms/step  
## Epoch 10/200  
## 36/36 - 0s - loss: 0.3429 - accuracy: 0.8462 - val\_loss: 0.3673 - val\_accuracy: 0.8318 - 116ms/epoch - 3ms/step  
## Epoch 11/200  
## 36/36 - 0s - loss: 0.3391 - accuracy: 0.8506 - val\_loss: 0.3737 - val\_accuracy: 0.8298 - 143ms/epoch - 4ms/step  
## Epoch 12/200  
## 36/36 - 0s - loss: 0.3363 - accuracy: 0.8508 - val\_loss: 0.3802 - val\_accuracy: 0.8284 - 142ms/epoch - 4ms/step  
## Epoch 13/200  
## 36/36 - 0s - loss: 0.3305 - accuracy: 0.8541 - val\_loss: 0.3615 - val\_accuracy: 0.8333 - 143ms/epoch - 4ms/step  
## Epoch 14/200  
## 36/36 - 0s - loss: 0.3298 - accuracy: 0.8536 - val\_loss: 0.3588 - val\_accuracy: 0.8387 - 137ms/epoch - 4ms/step  
## Epoch 15/200  
## 36/36 - 0s - loss: 0.3244 - accuracy: 0.8552 - val\_loss: 0.3518 - val\_accuracy: 0.8415 - 140ms/epoch - 4ms/step  
## Epoch 16/200  
## 36/36 - 0s - loss: 0.3219 - accuracy: 0.8564 - val\_loss: 0.3574 - val\_accuracy: 0.8399 - 142ms/epoch - 4ms/step  
## Epoch 17/200  
## 36/36 - 0s - loss: 0.3165 - accuracy: 0.8593 - val\_loss: 0.3559 - val\_accuracy: 0.8405 - 141ms/epoch - 4ms/step  
## Epoch 18/200  
## 36/36 - 0s - loss: 0.3167 - accuracy: 0.8607 - val\_loss: 0.3485 - val\_accuracy: 0.8428 - 152ms/epoch - 4ms/step  
## Epoch 19/200  
## 36/36 - 0s - loss: 0.3120 - accuracy: 0.8627 - val\_loss: 0.3448 - val\_accuracy: 0.8472 - 134ms/epoch - 4ms/step  
## Epoch 20/200  
## 36/36 - 0s - loss: 0.3066 - accuracy: 0.8650 - val\_loss: 0.3584 - val\_accuracy: 0.8388 - 132ms/epoch - 4ms/step  
## Epoch 21/200  
## 36/36 - 0s - loss: 0.3087 - accuracy: 0.8641 - val\_loss: 0.3413 - val\_accuracy: 0.8483 - 132ms/epoch - 4ms/step  
## Epoch 22/200  
## 36/36 - 0s - loss: 0.3053 - accuracy: 0.8641 - val\_loss: 0.3456 - val\_accuracy: 0.8438 - 123ms/epoch - 3ms/step  
## Epoch 23/200  
## 36/36 - 0s - loss: 0.3017 - accuracy: 0.8666 - val\_loss: 0.3394 - val\_accuracy: 0.8506 - 119ms/epoch - 3ms/step  
## Epoch 24/200  
## 36/36 - 0s - loss: 0.3001 - accuracy: 0.8665 - val\_loss: 0.3458 - val\_accuracy: 0.8454 - 116ms/epoch - 3ms/step  
## Epoch 25/200  
## 36/36 - 0s - loss: 0.2981 - accuracy: 0.8675 - val\_loss: 0.3372 - val\_accuracy: 0.8517 - 127ms/epoch - 4ms/step  
## Epoch 26/200  
## 36/36 - 0s - loss: 0.2951 - accuracy: 0.8702 - val\_loss: 0.3370 - val\_accuracy: 0.8527 - 143ms/epoch - 4ms/step  
## Epoch 27/200  
## 36/36 - 0s - loss: 0.2928 - accuracy: 0.8706 - val\_loss: 0.3368 - val\_accuracy: 0.8511 - 139ms/epoch - 4ms/step  
## Epoch 28/200  
## 36/36 - 0s - loss: 0.2914 - accuracy: 0.8716 - val\_loss: 0.3564 - val\_accuracy: 0.8436 - 140ms/epoch - 4ms/step  
## Epoch 29/200  
## 36/36 - 0s - loss: 0.2890 - accuracy: 0.8734 - val\_loss: 0.3380 - val\_accuracy: 0.8540 - 133ms/epoch - 4ms/step  
## Epoch 30/200  
## 36/36 - 0s - loss: 0.2861 - accuracy: 0.8732 - val\_loss: 0.3833 - val\_accuracy: 0.8369 - 138ms/epoch - 4ms/step  
## Epoch 31/200  
## 36/36 - 0s - loss: 0.2851 - accuracy: 0.8735 - val\_loss: 0.3334 - val\_accuracy: 0.8559 - 139ms/epoch - 4ms/step  
## Epoch 32/200  
## 36/36 - 0s - loss: 0.2818 - accuracy: 0.8753 - val\_loss: 0.3348 - val\_accuracy: 0.8554 - 140ms/epoch - 4ms/step  
## Epoch 33/200  
## 36/36 - 0s - loss: 0.2791 - accuracy: 0.8782 - val\_loss: 0.3440 - val\_accuracy: 0.8504 - 131ms/epoch - 4ms/step  
## Epoch 34/200  
## 36/36 - 0s - loss: 0.2811 - accuracy: 0.8752 - val\_loss: 0.3390 - val\_accuracy: 0.8535 - 140ms/epoch - 4ms/step  
## Epoch 35/200  
## 36/36 - 0s - loss: 0.2739 - accuracy: 0.8796 - val\_loss: 0.3508 - val\_accuracy: 0.8494 - 136ms/epoch - 4ms/step  
## Epoch 36/200  
## 36/36 - 0s - loss: 0.2763 - accuracy: 0.8779 - val\_loss: 0.3305 - val\_accuracy: 0.8559 - 144ms/epoch - 4ms/step  
## Epoch 37/200  
## 36/36 - 0s - loss: 0.2724 - accuracy: 0.8801 - val\_loss: 0.3368 - val\_accuracy: 0.8564 - 121ms/epoch - 3ms/step  
## Epoch 38/200  
## 36/36 - 0s - loss: 0.2733 - accuracy: 0.8781 - val\_loss: 0.3374 - val\_accuracy: 0.8551 - 113ms/epoch - 3ms/step  
## Epoch 39/200  
## 36/36 - 0s - loss: 0.2671 - accuracy: 0.8829 - val\_loss: 0.3355 - val\_accuracy: 0.8544 - 126ms/epoch - 3ms/step  
## Epoch 40/200  
## 36/36 - 0s - loss: 0.2705 - accuracy: 0.8805 - val\_loss: 0.3482 - val\_accuracy: 0.8492 - 139ms/epoch - 4ms/step  
## Epoch 41/200  
## 36/36 - 0s - loss: 0.2695 - accuracy: 0.8813 - val\_loss: 0.3286 - val\_accuracy: 0.8603 - 145ms/epoch - 4ms/step  
## Epoch 42/200  
## 36/36 - 0s - loss: 0.2631 - accuracy: 0.8853 - val\_loss: 0.3529 - val\_accuracy: 0.8473 - 150ms/epoch - 4ms/step  
## Epoch 43/200  
## 36/36 - 0s - loss: 0.2650 - accuracy: 0.8840 - val\_loss: 0.3603 - val\_accuracy: 0.8475 - 141ms/epoch - 4ms/step  
## Epoch 44/200  
## 36/36 - 0s - loss: 0.2600 - accuracy: 0.8854 - val\_loss: 0.3337 - val\_accuracy: 0.8612 - 144ms/epoch - 4ms/step  
## Epoch 45/200  
## 36/36 - 0s - loss: 0.2594 - accuracy: 0.8862 - val\_loss: 0.3596 - val\_accuracy: 0.8489 - 433ms/epoch - 12ms/step  
## Epoch 46/200  
## 36/36 - 0s - loss: 0.2573 - accuracy: 0.8873 - val\_loss: 0.3322 - val\_accuracy: 0.8570 - 135ms/epoch - 4ms/step  
## Epoch 47/200  
## 36/36 - 0s - loss: 0.2602 - accuracy: 0.8863 - val\_loss: 0.3340 - val\_accuracy: 0.8586 - 143ms/epoch - 4ms/step  
## Epoch 48/200  
## 36/36 - 0s - loss: 0.2533 - accuracy: 0.8890 - val\_loss: 0.3688 - val\_accuracy: 0.8387 - 134ms/epoch - 4ms/step  
## Epoch 49/200  
## 36/36 - 0s - loss: 0.2543 - accuracy: 0.8904 - val\_loss: 0.3362 - val\_accuracy: 0.8582 - 144ms/epoch - 4ms/step  
## Epoch 50/200  
## 36/36 - 0s - loss: 0.2561 - accuracy: 0.8861 - val\_loss: 0.3365 - val\_accuracy: 0.8576 - 110ms/epoch - 3ms/step  
## Epoch 51/200  
## 36/36 - 0s - loss: 0.2521 - accuracy: 0.8888 - val\_loss: 0.3332 - val\_accuracy: 0.8582 - 120ms/epoch - 3ms/step  
## Epoch 52/200  
## 36/36 - 0s - loss: 0.2503 - accuracy: 0.8895 - val\_loss: 0.3370 - val\_accuracy: 0.8555 - 119ms/epoch - 3ms/step  
## Epoch 53/200  
## 36/36 - 0s - loss: 0.2474 - accuracy: 0.8915 - val\_loss: 0.3369 - val\_accuracy: 0.8585 - 138ms/epoch - 4ms/step  
## Epoch 54/200  
## 36/36 - 0s - loss: 0.2464 - accuracy: 0.8924 - val\_loss: 0.3485 - val\_accuracy: 0.8532 - 142ms/epoch - 4ms/step  
## Epoch 55/200  
## 36/36 - 0s - loss: 0.2470 - accuracy: 0.8918 - val\_loss: 0.3455 - val\_accuracy: 0.8528 - 143ms/epoch - 4ms/step  
## Epoch 56/200  
## 36/36 - 0s - loss: 0.2477 - accuracy: 0.8930 - val\_loss: 0.3444 - val\_accuracy: 0.8536 - 140ms/epoch - 4ms/step  
## Epoch 57/200  
## 36/36 - 0s - loss: 0.2414 - accuracy: 0.8927 - val\_loss: 0.3490 - val\_accuracy: 0.8530 - 140ms/epoch - 4ms/step  
## Epoch 58/200  
## 36/36 - 0s - loss: 0.2392 - accuracy: 0.8969 - val\_loss: 0.3411 - val\_accuracy: 0.8594 - 140ms/epoch - 4ms/step  
## Epoch 59/200  
## 36/36 - 0s - loss: 0.2451 - accuracy: 0.8937 - val\_loss: 0.3420 - val\_accuracy: 0.8575 - 136ms/epoch - 4ms/step  
## Epoch 60/200  
## 36/36 - 0s - loss: 0.2399 - accuracy: 0.8963 - val\_loss: 0.3508 - val\_accuracy: 0.8548 - 142ms/epoch - 4ms/step  
## Epoch 61/200  
## 36/36 - 0s - loss: 0.2383 - accuracy: 0.8958 - val\_loss: 0.3644 - val\_accuracy: 0.8410 - 150ms/epoch - 4ms/step  
## Epoch 62/200  
## 36/36 - 0s - loss: 0.2402 - accuracy: 0.8948 - val\_loss: 0.3588 - val\_accuracy: 0.8543 - 130ms/epoch - 4ms/step  
## Epoch 63/200  
## 36/36 - 0s - loss: 0.2382 - accuracy: 0.8937 - val\_loss: 0.3376 - val\_accuracy: 0.8566 - 132ms/epoch - 4ms/step  
## Epoch 64/200  
## 36/36 - 0s - loss: 0.2351 - accuracy: 0.8970 - val\_loss: 0.3378 - val\_accuracy: 0.8596 - 119ms/epoch - 3ms/step  
## Epoch 65/200  
## 36/36 - 0s - loss: 0.2353 - accuracy: 0.8963 - val\_loss: 0.3350 - val\_accuracy: 0.8631 - 112ms/epoch - 3ms/step  
## Epoch 66/200  
## 36/36 - 0s - loss: 0.2358 - accuracy: 0.8980 - val\_loss: 0.3425 - val\_accuracy: 0.8596 - 123ms/epoch - 3ms/step  
## Epoch 67/200  
## 36/36 - 0s - loss: 0.2280 - accuracy: 0.9022 - val\_loss: 0.3760 - val\_accuracy: 0.8503 - 133ms/epoch - 4ms/step  
## Epoch 68/200  
## 36/36 - 0s - loss: 0.2301 - accuracy: 0.8998 - val\_loss: 0.3398 - val\_accuracy: 0.8615 - 146ms/epoch - 4ms/step  
## Epoch 69/200  
## 36/36 - 0s - loss: 0.2303 - accuracy: 0.9009 - val\_loss: 0.3539 - val\_accuracy: 0.8589 - 147ms/epoch - 4ms/step  
## Epoch 70/200  
## 36/36 - 0s - loss: 0.2283 - accuracy: 0.9007 - val\_loss: 0.3448 - val\_accuracy: 0.8610 - 149ms/epoch - 4ms/step  
## Epoch 71/200  
## 36/36 - 0s - loss: 0.2316 - accuracy: 0.9002 - val\_loss: 0.3527 - val\_accuracy: 0.8584 - 134ms/epoch - 4ms/step  
## Epoch 72/200  
## 36/36 - 0s - loss: 0.2278 - accuracy: 0.9006 - val\_loss: 0.3457 - val\_accuracy: 0.8584 - 136ms/epoch - 4ms/step  
## Epoch 73/200  
## 36/36 - 0s - loss: 0.2264 - accuracy: 0.9011 - val\_loss: 0.3738 - val\_accuracy: 0.8491 - 148ms/epoch - 4ms/step  
## Epoch 74/200  
## 36/36 - 0s - loss: 0.2243 - accuracy: 0.9039 - val\_loss: 0.3655 - val\_accuracy: 0.8476 - 136ms/epoch - 4ms/step  
## Epoch 75/200  
## 36/36 - 0s - loss: 0.2295 - accuracy: 0.9015 - val\_loss: 0.3419 - val\_accuracy: 0.8610 - 135ms/epoch - 4ms/step  
## Epoch 76/200  
## 36/36 - 0s - loss: 0.2202 - accuracy: 0.9053 - val\_loss: 0.3492 - val\_accuracy: 0.8584 - 140ms/epoch - 4ms/step  
## Epoch 77/200  
## 36/36 - 0s - loss: 0.2267 - accuracy: 0.9018 - val\_loss: 0.3419 - val\_accuracy: 0.8631 - 142ms/epoch - 4ms/step  
## Epoch 78/200  
## 36/36 - 0s - loss: 0.2198 - accuracy: 0.9057 - val\_loss: 0.3507 - val\_accuracy: 0.8605 - 136ms/epoch - 4ms/step  
## Epoch 79/200  
## 36/36 - 0s - loss: 0.2193 - accuracy: 0.9056 - val\_loss: 0.3668 - val\_accuracy: 0.8577 - 114ms/epoch - 3ms/step  
## Epoch 80/200  
## 36/36 - 0s - loss: 0.2205 - accuracy: 0.9052 - val\_loss: 0.3541 - val\_accuracy: 0.8577 - 125ms/epoch - 3ms/step  
## Epoch 81/200  
## 36/36 - 0s - loss: 0.2163 - accuracy: 0.9063 - val\_loss: 0.3571 - val\_accuracy: 0.8586 - 127ms/epoch - 4ms/step  
## Epoch 82/200  
## 36/36 - 0s - loss: 0.2260 - accuracy: 0.9026 - val\_loss: 0.3513 - val\_accuracy: 0.8600 - 143ms/epoch - 4ms/step  
## Epoch 83/200  
## 36/36 - 0s - loss: 0.2134 - accuracy: 0.9098 - val\_loss: 0.3503 - val\_accuracy: 0.8613 - 144ms/epoch - 4ms/step  
## Epoch 84/200  
## 36/36 - 0s - loss: 0.2165 - accuracy: 0.9060 - val\_loss: 0.3686 - val\_accuracy: 0.8553 - 144ms/epoch - 4ms/step  
## Epoch 85/200  
## 36/36 - 0s - loss: 0.2159 - accuracy: 0.9070 - val\_loss: 0.3565 - val\_accuracy: 0.8550 - 143ms/epoch - 4ms/step  
## Epoch 86/200  
## 36/36 - 0s - loss: 0.2179 - accuracy: 0.9048 - val\_loss: 0.3492 - val\_accuracy: 0.8628 - 140ms/epoch - 4ms/step  
## Epoch 87/200  
## 36/36 - 0s - loss: 0.2128 - accuracy: 0.9103 - val\_loss: 0.3897 - val\_accuracy: 0.8533 - 147ms/epoch - 4ms/step  
## Epoch 88/200  
## 36/36 - 0s - loss: 0.2129 - accuracy: 0.9092 - val\_loss: 0.3540 - val\_accuracy: 0.8590 - 132ms/epoch - 4ms/step  
## Epoch 89/200  
## 36/36 - 0s - loss: 0.2139 - accuracy: 0.9083 - val\_loss: 0.3580 - val\_accuracy: 0.8594 - 139ms/epoch - 4ms/step  
## Epoch 90/200  
## 36/36 - 0s - loss: 0.2097 - accuracy: 0.9089 - val\_loss: 0.3694 - val\_accuracy: 0.8579 - 129ms/epoch - 4ms/step  
## Epoch 91/200  
## 36/36 - 0s - loss: 0.2113 - accuracy: 0.9107 - val\_loss: 0.4192 - val\_accuracy: 0.8407 - 135ms/epoch - 4ms/step  
## Epoch 92/200  
## 36/36 - 0s - loss: 0.2054 - accuracy: 0.9119 - val\_loss: 0.3595 - val\_accuracy: 0.8547 - 136ms/epoch - 4ms/step  
## Epoch 93/200  
## 36/36 - 0s - loss: 0.2106 - accuracy: 0.9077 - val\_loss: 0.3538 - val\_accuracy: 0.8635 - 130ms/epoch - 4ms/step  
## Epoch 94/200  
## 36/36 - 0s - loss: 0.2053 - accuracy: 0.9116 - val\_loss: 0.3735 - val\_accuracy: 0.8541 - 109ms/epoch - 3ms/step  
## Epoch 95/200  
## 36/36 - 0s - loss: 0.2080 - accuracy: 0.9099 - val\_loss: 0.4153 - val\_accuracy: 0.8324 - 120ms/epoch - 3ms/step  
## Epoch 96/200  
## 36/36 - 0s - loss: 0.2041 - accuracy: 0.9104 - val\_loss: 0.3631 - val\_accuracy: 0.8554 - 119ms/epoch - 3ms/step  
## Epoch 97/200  
## 36/36 - 0s - loss: 0.2016 - accuracy: 0.9150 - val\_loss: 0.3619 - val\_accuracy: 0.8570 - 148ms/epoch - 4ms/step  
## Epoch 98/200  
## 36/36 - 0s - loss: 0.2059 - accuracy: 0.9125 - val\_loss: 0.3723 - val\_accuracy: 0.8583 - 125ms/epoch - 3ms/step  
## Epoch 99/200  
## 36/36 - 0s - loss: 0.2028 - accuracy: 0.9117 - val\_loss: 0.3748 - val\_accuracy: 0.8592 - 137ms/epoch - 4ms/step  
## Epoch 100/200  
## 36/36 - 0s - loss: 0.2056 - accuracy: 0.9106 - val\_loss: 0.3685 - val\_accuracy: 0.8576 - 133ms/epoch - 4ms/step  
## Epoch 101/200  
## 36/36 - 0s - loss: 0.1955 - accuracy: 0.9176 - val\_loss: 0.3664 - val\_accuracy: 0.8574 - 141ms/epoch - 4ms/step  
## Epoch 102/200  
## 36/36 - 0s - loss: 0.1991 - accuracy: 0.9160 - val\_loss: 0.3755 - val\_accuracy: 0.8570 - 137ms/epoch - 4ms/step  
## Epoch 103/200  
## 36/36 - 0s - loss: 0.2018 - accuracy: 0.9128 - val\_loss: 0.3713 - val\_accuracy: 0.8640 - 136ms/epoch - 4ms/step  
## Epoch 104/200  
## 36/36 - 0s - loss: 0.2005 - accuracy: 0.9127 - val\_loss: 0.3622 - val\_accuracy: 0.8606 - 140ms/epoch - 4ms/step  
## Epoch 105/200  
## 36/36 - 0s - loss: 0.1977 - accuracy: 0.9156 - val\_loss: 0.4042 - val\_accuracy: 0.8411 - 134ms/epoch - 4ms/step  
## Epoch 106/200  
## 36/36 - 0s - loss: 0.1973 - accuracy: 0.9141 - val\_loss: 0.3705 - val\_accuracy: 0.8572 - 131ms/epoch - 4ms/step  
## Epoch 107/200  
## 36/36 - 0s - loss: 0.1991 - accuracy: 0.9149 - val\_loss: 0.3696 - val\_accuracy: 0.8548 - 134ms/epoch - 4ms/step  
## Epoch 108/200  
## 36/36 - 0s - loss: 0.1932 - accuracy: 0.9181 - val\_loss: 0.3723 - val\_accuracy: 0.8630 - 121ms/epoch - 3ms/step  
## Epoch 109/200  
## 36/36 - 0s - loss: 0.1955 - accuracy: 0.9159 - val\_loss: 0.3828 - val\_accuracy: 0.8496 - 108ms/epoch - 3ms/step  
## Epoch 110/200  
## 36/36 - 0s - loss: 0.1909 - accuracy: 0.9156 - val\_loss: 0.3921 - val\_accuracy: 0.8498 - 114ms/epoch - 3ms/step  
## Epoch 111/200  
## 36/36 - 0s - loss: 0.1946 - accuracy: 0.9157 - val\_loss: 0.3792 - val\_accuracy: 0.8564 - 117ms/epoch - 3ms/step  
## Epoch 112/200  
## 36/36 - 0s - loss: 0.1886 - accuracy: 0.9193 - val\_loss: 0.3833 - val\_accuracy: 0.8564 - 147ms/epoch - 4ms/step  
## Epoch 113/200  
## 36/36 - 0s - loss: 0.1958 - accuracy: 0.9160 - val\_loss: 0.3867 - val\_accuracy: 0.8504 - 146ms/epoch - 4ms/step  
## Epoch 114/200  
## 36/36 - 0s - loss: 0.1873 - accuracy: 0.9204 - val\_loss: 0.3799 - val\_accuracy: 0.8596 - 147ms/epoch - 4ms/step  
## Epoch 115/200  
## 36/36 - 0s - loss: 0.1926 - accuracy: 0.9177 - val\_loss: 0.3945 - val\_accuracy: 0.8497 - 143ms/epoch - 4ms/step  
## Epoch 116/200  
## 36/36 - 0s - loss: 0.1876 - accuracy: 0.9198 - val\_loss: 0.4010 - val\_accuracy: 0.8554 - 141ms/epoch - 4ms/step  
## Epoch 117/200  
## 36/36 - 0s - loss: 0.1887 - accuracy: 0.9200 - val\_loss: 0.4746 - val\_accuracy: 0.8384 - 148ms/epoch - 4ms/step  
## Epoch 118/200  
## 36/36 - 0s - loss: 0.1881 - accuracy: 0.9192 - val\_loss: 0.3876 - val\_accuracy: 0.8546 - 150ms/epoch - 4ms/step  
## Epoch 119/200  
## 36/36 - 0s - loss: 0.1870 - accuracy: 0.9192 - val\_loss: 0.4698 - val\_accuracy: 0.8344 - 151ms/epoch - 4ms/step  
## Epoch 120/200  
## 36/36 - 0s - loss: 0.1851 - accuracy: 0.9215 - val\_loss: 0.3898 - val\_accuracy: 0.8550 - 128ms/epoch - 4ms/step  
## Epoch 121/200  
## 36/36 - 0s - loss: 0.1854 - accuracy: 0.9216 - val\_loss: 0.4144 - val\_accuracy: 0.8418 - 138ms/epoch - 4ms/step  
## Epoch 122/200  
## 36/36 - 0s - loss: 0.1867 - accuracy: 0.9205 - val\_loss: 0.3848 - val\_accuracy: 0.8622 - 133ms/epoch - 4ms/step  
## Epoch 123/200  
## 36/36 - 0s - loss: 0.1893 - accuracy: 0.9184 - val\_loss: 0.3915 - val\_accuracy: 0.8528 - 144ms/epoch - 4ms/step  
## Epoch 124/200  
## 36/36 - 0s - loss: 0.1781 - accuracy: 0.9239 - val\_loss: 0.3871 - val\_accuracy: 0.8565 - 116ms/epoch - 3ms/step  
## Epoch 125/200  
## 36/36 - 0s - loss: 0.1831 - accuracy: 0.9211 - val\_loss: 0.4219 - val\_accuracy: 0.8401 - 121ms/epoch - 3ms/step  
## Epoch 126/200  
## 36/36 - 0s - loss: 0.1901 - accuracy: 0.9184 - val\_loss: 0.3993 - val\_accuracy: 0.8579 - 127ms/epoch - 4ms/step  
## Epoch 127/200  
## 36/36 - 0s - loss: 0.1813 - accuracy: 0.9216 - val\_loss: 0.4006 - val\_accuracy: 0.8527 - 150ms/epoch - 4ms/step  
## Epoch 128/200  
## 36/36 - 0s - loss: 0.1805 - accuracy: 0.9230 - val\_loss: 0.4541 - val\_accuracy: 0.8265 - 150ms/epoch - 4ms/step  
## Epoch 129/200  
## 36/36 - 0s - loss: 0.1829 - accuracy: 0.9208 - val\_loss: 0.4034 - val\_accuracy: 0.8565 - 144ms/epoch - 4ms/step  
## Epoch 130/200  
## 36/36 - 0s - loss: 0.1767 - accuracy: 0.9254 - val\_loss: 0.3962 - val\_accuracy: 0.8577 - 138ms/epoch - 4ms/step  
## Epoch 131/200  
## 36/36 - 0s - loss: 0.1845 - accuracy: 0.9195 - val\_loss: 0.3935 - val\_accuracy: 0.8582 - 128ms/epoch - 4ms/step  
## Epoch 132/200  
## 36/36 - 0s - loss: 0.1807 - accuracy: 0.9240 - val\_loss: 0.3969 - val\_accuracy: 0.8571 - 128ms/epoch - 4ms/step  
## Epoch 133/200  
## 36/36 - 0s - loss: 0.1774 - accuracy: 0.9241 - val\_loss: 0.3975 - val\_accuracy: 0.8631 - 143ms/epoch - 4ms/step  
## Epoch 134/200  
## 36/36 - 0s - loss: 0.1766 - accuracy: 0.9246 - val\_loss: 0.4812 - val\_accuracy: 0.8450 - 148ms/epoch - 4ms/step  
## Epoch 135/200  
## 36/36 - 0s - loss: 0.1761 - accuracy: 0.9252 - val\_loss: 0.4119 - val\_accuracy: 0.8580 - 150ms/epoch - 4ms/step  
## Epoch 136/200  
## 36/36 - 0s - loss: 0.1789 - accuracy: 0.9233 - val\_loss: 0.3970 - val\_accuracy: 0.8616 - 150ms/epoch - 4ms/step  
## Epoch 137/200  
## 36/36 - 0s - loss: 0.1727 - accuracy: 0.9274 - val\_loss: 0.4153 - val\_accuracy: 0.8576 - 139ms/epoch - 4ms/step  
## Epoch 138/200  
## 36/36 - 0s - loss: 0.1782 - accuracy: 0.9239 - val\_loss: 0.4235 - val\_accuracy: 0.8496 - 115ms/epoch - 3ms/step  
## Epoch 139/200  
## 36/36 - 0s - loss: 0.1697 - accuracy: 0.9271 - val\_loss: 0.4629 - val\_accuracy: 0.8303 - 113ms/epoch - 3ms/step  
## Epoch 140/200  
## 36/36 - 0s - loss: 0.1772 - accuracy: 0.9242 - val\_loss: 0.4090 - val\_accuracy: 0.8604 - 130ms/epoch - 4ms/step  
## Epoch 141/200  
## 36/36 - 0s - loss: 0.1754 - accuracy: 0.9247 - val\_loss: 0.4860 - val\_accuracy: 0.8435 - 148ms/epoch - 4ms/step  
## Epoch 142/200  
## 36/36 - 0s - loss: 0.1697 - accuracy: 0.9278 - val\_loss: 0.4224 - val\_accuracy: 0.8469 - 150ms/epoch - 4ms/step  
## Epoch 143/200  
## 36/36 - 0s - loss: 0.1734 - accuracy: 0.9265 - val\_loss: 0.4112 - val\_accuracy: 0.8592 - 149ms/epoch - 4ms/step  
## Epoch 144/200  
## 36/36 - 0s - loss: 0.1711 - accuracy: 0.9262 - val\_loss: 0.4282 - val\_accuracy: 0.8543 - 151ms/epoch - 4ms/step  
## Epoch 145/200  
## 36/36 - 0s - loss: 0.1755 - accuracy: 0.9254 - val\_loss: 0.4060 - val\_accuracy: 0.8575 - 149ms/epoch - 4ms/step  
## Epoch 146/200  
## 36/36 - 0s - loss: 0.1671 - accuracy: 0.9294 - val\_loss: 0.4185 - val\_accuracy: 0.8571 - 157ms/epoch - 4ms/step  
## Epoch 147/200  
## 36/36 - 0s - loss: 0.1738 - accuracy: 0.9276 - val\_loss: 0.4242 - val\_accuracy: 0.8606 - 149ms/epoch - 4ms/step  
## Epoch 148/200  
## 36/36 - 0s - loss: 0.1656 - accuracy: 0.9298 - val\_loss: 0.4349 - val\_accuracy: 0.8581 - 155ms/epoch - 4ms/step  
## Epoch 149/200  
## 36/36 - 0s - loss: 0.1708 - accuracy: 0.9272 - val\_loss: 0.4390 - val\_accuracy: 0.8569 - 149ms/epoch - 4ms/step  
## Epoch 150/200  
## 36/36 - 0s - loss: 0.1683 - accuracy: 0.9270 - val\_loss: 0.4265 - val\_accuracy: 0.8483 - 142ms/epoch - 4ms/step  
## Epoch 151/200  
## 36/36 - 0s - loss: 0.1719 - accuracy: 0.9268 - val\_loss: 0.4153 - val\_accuracy: 0.8602 - 125ms/epoch - 3ms/step  
## Epoch 152/200  
## 36/36 - 0s - loss: 0.1635 - accuracy: 0.9326 - val\_loss: 0.4163 - val\_accuracy: 0.8625 - 110ms/epoch - 3ms/step  
## Epoch 153/200  
## 36/36 - 0s - loss: 0.1631 - accuracy: 0.9289 - val\_loss: 0.4175 - val\_accuracy: 0.8606 - 114ms/epoch - 3ms/step  
## Epoch 154/200  
## 36/36 - 0s - loss: 0.1691 - accuracy: 0.9264 - val\_loss: 0.4198 - val\_accuracy: 0.8611 - 120ms/epoch - 3ms/step  
## Epoch 155/200  
## 36/36 - 0s - loss: 0.1619 - accuracy: 0.9318 - val\_loss: 0.4348 - val\_accuracy: 0.8579 - 147ms/epoch - 4ms/step  
## Epoch 156/200  
## 36/36 - 0s - loss: 0.1676 - accuracy: 0.9282 - val\_loss: 0.4210 - val\_accuracy: 0.8598 - 148ms/epoch - 4ms/step  
## Epoch 157/200  
## 36/36 - 0s - loss: 0.1639 - accuracy: 0.9301 - val\_loss: 0.4332 - val\_accuracy: 0.8603 - 148ms/epoch - 4ms/step  
## Epoch 158/200  
## 36/36 - 0s - loss: 0.1628 - accuracy: 0.9312 - val\_loss: 0.4416 - val\_accuracy: 0.8602 - 147ms/epoch - 4ms/step  
## Epoch 159/200  
## 36/36 - 0s - loss: 0.1630 - accuracy: 0.9296 - val\_loss: 0.4268 - val\_accuracy: 0.8622 - 147ms/epoch - 4ms/step  
## Epoch 160/200  
## 36/36 - 0s - loss: 0.1659 - accuracy: 0.9302 - val\_loss: 0.4245 - val\_accuracy: 0.8600 - 144ms/epoch - 4ms/step  
## Epoch 161/200  
## 36/36 - 0s - loss: 0.1602 - accuracy: 0.9316 - val\_loss: 0.4419 - val\_accuracy: 0.8594 - 145ms/epoch - 4ms/step  
## Epoch 162/200  
## 36/36 - 0s - loss: 0.1607 - accuracy: 0.9317 - val\_loss: 0.5593 - val\_accuracy: 0.8343 - 135ms/epoch - 4ms/step  
## Epoch 163/200  
## 36/36 - 0s - loss: 0.1594 - accuracy: 0.9324 - val\_loss: 0.4298 - val\_accuracy: 0.8573 - 136ms/epoch - 4ms/step  
## Epoch 164/200  
## 36/36 - 0s - loss: 0.1667 - accuracy: 0.9283 - val\_loss: 0.4236 - val\_accuracy: 0.8620 - 139ms/epoch - 4ms/step  
## Epoch 165/200  
## 36/36 - 0s - loss: 0.1574 - accuracy: 0.9329 - val\_loss: 0.4422 - val\_accuracy: 0.8580 - 131ms/epoch - 4ms/step  
## Epoch 166/200  
## 36/36 - 0s - loss: 0.1540 - accuracy: 0.9345 - val\_loss: 0.4630 - val\_accuracy: 0.8552 - 110ms/epoch - 3ms/step  
## Epoch 167/200  
## 36/36 - 0s - loss: 0.1628 - accuracy: 0.9306 - val\_loss: 0.4362 - val\_accuracy: 0.8588 - 111ms/epoch - 3ms/step  
## Epoch 168/200  
## 36/36 - 0s - loss: 0.1557 - accuracy: 0.9335 - val\_loss: 0.4392 - val\_accuracy: 0.8548 - 118ms/epoch - 3ms/step  
## Epoch 169/200  
## 36/36 - 0s - loss: 0.1621 - accuracy: 0.9300 - val\_loss: 0.4598 - val\_accuracy: 0.8577 - 139ms/epoch - 4ms/step  
## Epoch 170/200  
## 36/36 - 0s - loss: 0.1574 - accuracy: 0.9337 - val\_loss: 0.4307 - val\_accuracy: 0.8624 - 148ms/epoch - 4ms/step  
## Epoch 171/200  
## 36/36 - 0s - loss: 0.1573 - accuracy: 0.9339 - val\_loss: 0.4393 - val\_accuracy: 0.8614 - 144ms/epoch - 4ms/step  
## Epoch 172/200  
## 36/36 - 0s - loss: 0.1558 - accuracy: 0.9329 - val\_loss: 0.4353 - val\_accuracy: 0.8598 - 141ms/epoch - 4ms/step  
## Epoch 173/200  
## 36/36 - 0s - loss: 0.1586 - accuracy: 0.9322 - val\_loss: 0.4394 - val\_accuracy: 0.8612 - 136ms/epoch - 4ms/step  
## Epoch 174/200  
## 36/36 - 0s - loss: 0.1512 - accuracy: 0.9356 - val\_loss: 0.4392 - val\_accuracy: 0.8620 - 145ms/epoch - 4ms/step  
## Epoch 175/200  
## 36/36 - 0s - loss: 0.1557 - accuracy: 0.9349 - val\_loss: 0.4610 - val\_accuracy: 0.8491 - 145ms/epoch - 4ms/step  
## Epoch 176/200  
## 36/36 - 0s - loss: 0.1548 - accuracy: 0.9340 - val\_loss: 0.4604 - val\_accuracy: 0.8606 - 140ms/epoch - 4ms/step  
## Epoch 177/200  
## 36/36 - 0s - loss: 0.1547 - accuracy: 0.9350 - val\_loss: 0.4480 - val\_accuracy: 0.8631 - 141ms/epoch - 4ms/step  
## Epoch 178/200  
## 36/36 - 0s - loss: 0.1559 - accuracy: 0.9334 - val\_loss: 0.4784 - val\_accuracy: 0.8429 - 143ms/epoch - 4ms/step  
## Epoch 179/200  
## 36/36 - 0s - loss: 0.1517 - accuracy: 0.9364 - val\_loss: 0.4519 - val\_accuracy: 0.8547 - 147ms/epoch - 4ms/step  
## Epoch 180/200  
## 36/36 - 0s - loss: 0.1506 - accuracy: 0.9359 - val\_loss: 0.4529 - val\_accuracy: 0.8511 - 132ms/epoch - 4ms/step  
## Epoch 181/200  
## 36/36 - 0s - loss: 0.1529 - accuracy: 0.9341 - val\_loss: 0.4738 - val\_accuracy: 0.8518 - 112ms/epoch - 3ms/step  
## Epoch 182/200  
## 36/36 - 0s - loss: 0.1574 - accuracy: 0.9335 - val\_loss: 0.4457 - val\_accuracy: 0.8614 - 112ms/epoch - 3ms/step  
## Epoch 183/200  
## 36/36 - 0s - loss: 0.1478 - accuracy: 0.9371 - val\_loss: 0.4450 - val\_accuracy: 0.8643 - 121ms/epoch - 3ms/step  
## Epoch 184/200  
## 36/36 - 0s - loss: 0.1469 - accuracy: 0.9370 - val\_loss: 0.4533 - val\_accuracy: 0.8601 - 139ms/epoch - 4ms/step  
## Epoch 185/200  
## 36/36 - 0s - loss: 0.1531 - accuracy: 0.9344 - val\_loss: 0.4533 - val\_accuracy: 0.8600 - 145ms/epoch - 4ms/step  
## Epoch 186/200  
## 36/36 - 0s - loss: 0.1530 - accuracy: 0.9335 - val\_loss: 0.4625 - val\_accuracy: 0.8559 - 147ms/epoch - 4ms/step  
## Epoch 187/200  
## 36/36 - 0s - loss: 0.1489 - accuracy: 0.9374 - val\_loss: 0.4539 - val\_accuracy: 0.8643 - 147ms/epoch - 4ms/step  
## Epoch 188/200  
## 36/36 - 0s - loss: 0.1440 - accuracy: 0.9394 - val\_loss: 0.4613 - val\_accuracy: 0.8542 - 142ms/epoch - 4ms/step  
## Epoch 189/200  
## 36/36 - 0s - loss: 0.1510 - accuracy: 0.9362 - val\_loss: 0.4831 - val\_accuracy: 0.8520 - 145ms/epoch - 4ms/step  
## Epoch 190/200  
## 36/36 - 0s - loss: 0.1449 - accuracy: 0.9376 - val\_loss: 0.4617 - val\_accuracy: 0.8610 - 143ms/epoch - 4ms/step  
## Epoch 191/200  
## 36/36 - 0s - loss: 0.1460 - accuracy: 0.9393 - val\_loss: 0.4654 - val\_accuracy: 0.8599 - 142ms/epoch - 4ms/step  
## Epoch 192/200  
## 36/36 - 0s - loss: 0.1470 - accuracy: 0.9379 - val\_loss: 0.5089 - val\_accuracy: 0.8528 - 141ms/epoch - 4ms/step  
## Epoch 193/200  
## 36/36 - 0s - loss: 0.1513 - accuracy: 0.9357 - val\_loss: 0.4649 - val\_accuracy: 0.8639 - 139ms/epoch - 4ms/step  
## Epoch 194/200  
## 36/36 - 0s - loss: 0.1446 - accuracy: 0.9399 - val\_loss: 0.4747 - val\_accuracy: 0.8605 - 137ms/epoch - 4ms/step  
## Epoch 195/200  
## 36/36 - 0s - loss: 0.1432 - accuracy: 0.9381 - val\_loss: 0.4823 - val\_accuracy: 0.8492 - 114ms/epoch - 3ms/step  
## Epoch 196/200  
## 36/36 - 0s - loss: 0.1477 - accuracy: 0.9385 - val\_loss: 0.5669 - val\_accuracy: 0.8425 - 111ms/epoch - 3ms/step  
## Epoch 197/200  
## 36/36 - 0s - loss: 0.1471 - accuracy: 0.9366 - val\_loss: 0.4744 - val\_accuracy: 0.8570 - 118ms/epoch - 3ms/step  
## Epoch 198/200  
## 36/36 - 0s - loss: 0.1466 - accuracy: 0.9379 - val\_loss: 0.4672 - val\_accuracy: 0.8619 - 123ms/epoch - 3ms/step  
## Epoch 199/200  
## 36/36 - 0s - loss: 0.1488 - accuracy: 0.9392 - val\_loss: 0.4856 - val\_accuracy: 0.8545 - 142ms/epoch - 4ms/step  
## Epoch 200/200  
## 36/36 - 0s - loss: 0.1432 - accuracy: 0.9401 - val\_loss: 0.5510 - val\_accuracy: 0.8463 - 145ms/epoch - 4ms/step

plot(history)
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for (x in 1:4) {  
 if (x %% 2 == 0) {  
 print(max(unlist(history$metrics[x])))  
 } else {  
 print(min(unlist(history$metrics[x])))  
 }  
}

## [1] 0.1432341  
## [1] 0.9400846  
## [1] 0.3286167  
## [1] 0.8643255

### First generalized model

model <- keras\_model\_sequential(list(  
 layer\_dense(units = 100, activation = "relu",  
 kernel\_regularizer = regularizer\_l2(0.002)),  
 layer\_batch\_normalization(),  
 layer\_dropout(rate=0.5),  
 layer\_dense(units = 100, activation = "relu",  
 kernel\_regularizer = regularizer\_l2(0.002)),  
 layer\_batch\_normalization(),  
 layer\_dropout(rate=0.5),  
 layer\_dense(units = 50, activation = "relu",  
 kernel\_regularizer = regularizer\_l2(0.002)),  
 layer\_batch\_normalization(),  
 layer\_dropout(rate=0.5),  
 layer\_dense(units = 1, activation = "sigmoid")  
))  
  
compile(model,  
 optimizer = "rmsprop",  
 loss = "binary\_crossentropy",  
 metrics = "accuracy")  
  
history <- fit(model, training\_features, training\_labels,  
 epochs = 50, batch\_size = 512, validation\_split = 0.33,  
 callbacks = list(callback\_early\_stopping(patience = 2)))

## Epoch 1/50  
## 36/36 - 1s - loss: 1.1954 - accuracy: 0.6273 - val\_loss: 1.0236 - val\_accuracy: 0.7609 - 1s/epoch - 38ms/step  
## Epoch 2/50  
## 36/36 - 0s - loss: 1.0113 - accuracy: 0.7076 - val\_loss: 0.9455 - val\_accuracy: 0.7644 - 205ms/epoch - 6ms/step  
## Epoch 3/50  
## 36/36 - 0s - loss: 0.9004 - accuracy: 0.7553 - val\_loss: 0.8859 - val\_accuracy: 0.7572 - 187ms/epoch - 5ms/step  
## Epoch 4/50  
## 36/36 - 0s - loss: 0.8266 - accuracy: 0.7756 - val\_loss: 0.8252 - val\_accuracy: 0.7645 - 194ms/epoch - 5ms/step  
## Epoch 5/50  
## 36/36 - 0s - loss: 0.7626 - accuracy: 0.7907 - val\_loss: 0.7813 - val\_accuracy: 0.7661 - 196ms/epoch - 5ms/step  
## Epoch 6/50  
## 36/36 - 0s - loss: 0.7118 - accuracy: 0.7988 - val\_loss: 0.7351 - val\_accuracy: 0.7778 - 195ms/epoch - 5ms/step  
## Epoch 7/50  
## 36/36 - 0s - loss: 0.6624 - accuracy: 0.8051 - val\_loss: 0.6929 - val\_accuracy: 0.7837 - 193ms/epoch - 5ms/step  
## Epoch 8/50  
## 36/36 - 0s - loss: 0.6219 - accuracy: 0.8112 - val\_loss: 0.6576 - val\_accuracy: 0.7864 - 188ms/epoch - 5ms/step  
## Epoch 9/50  
## 36/36 - 0s - loss: 0.5918 - accuracy: 0.8135 - val\_loss: 0.6182 - val\_accuracy: 0.7930 - 186ms/epoch - 5ms/step  
## Epoch 10/50  
## 36/36 - 0s - loss: 0.5596 - accuracy: 0.8168 - val\_loss: 0.5907 - val\_accuracy: 0.8003 - 193ms/epoch - 5ms/step  
## Epoch 11/50  
## 36/36 - 0s - loss: 0.5320 - accuracy: 0.8212 - val\_loss: 0.5652 - val\_accuracy: 0.7984 - 204ms/epoch - 6ms/step  
## Epoch 12/50  
## 36/36 - 0s - loss: 0.5133 - accuracy: 0.8250 - val\_loss: 0.5408 - val\_accuracy: 0.8101 - 195ms/epoch - 5ms/step  
## Epoch 13/50  
## 36/36 - 0s - loss: 0.4931 - accuracy: 0.8260 - val\_loss: 0.5218 - val\_accuracy: 0.8114 - 200ms/epoch - 6ms/step  
## Epoch 14/50  
## 36/36 - 0s - loss: 0.4794 - accuracy: 0.8265 - val\_loss: 0.4978 - val\_accuracy: 0.8163 - 190ms/epoch - 5ms/step  
## Epoch 15/50  
## 36/36 - 0s - loss: 0.4683 - accuracy: 0.8285 - val\_loss: 0.4825 - val\_accuracy: 0.8232 - 190ms/epoch - 5ms/step  
## Epoch 16/50  
## 36/36 - 0s - loss: 0.4576 - accuracy: 0.8312 - val\_loss: 0.4697 - val\_accuracy: 0.8214 - 190ms/epoch - 5ms/step  
## Epoch 17/50  
## 36/36 - 0s - loss: 0.4478 - accuracy: 0.8315 - val\_loss: 0.4612 - val\_accuracy: 0.8276 - 187ms/epoch - 5ms/step  
## Epoch 18/50  
## 36/36 - 0s - loss: 0.4401 - accuracy: 0.8330 - val\_loss: 0.4522 - val\_accuracy: 0.8275 - 190ms/epoch - 5ms/step  
## Epoch 19/50  
## 36/36 - 0s - loss: 0.4300 - accuracy: 0.8352 - val\_loss: 0.4459 - val\_accuracy: 0.8179 - 191ms/epoch - 5ms/step  
## Epoch 20/50  
## 36/36 - 0s - loss: 0.4237 - accuracy: 0.8333 - val\_loss: 0.4366 - val\_accuracy: 0.8344 - 186ms/epoch - 5ms/step  
## Epoch 21/50  
## 36/36 - 0s - loss: 0.4175 - accuracy: 0.8360 - val\_loss: 0.4300 - val\_accuracy: 0.8281 - 191ms/epoch - 5ms/step  
## Epoch 22/50  
## 36/36 - 0s - loss: 0.4122 - accuracy: 0.8350 - val\_loss: 0.4178 - val\_accuracy: 0.8366 - 188ms/epoch - 5ms/step  
## Epoch 23/50  
## 36/36 - 0s - loss: 0.4090 - accuracy: 0.8384 - val\_loss: 0.4162 - val\_accuracy: 0.8382 - 196ms/epoch - 5ms/step  
## Epoch 24/50  
## 36/36 - 0s - loss: 0.4029 - accuracy: 0.8412 - val\_loss: 0.4110 - val\_accuracy: 0.8315 - 188ms/epoch - 5ms/step  
## Epoch 25/50  
## 36/36 - 0s - loss: 0.4024 - accuracy: 0.8385 - val\_loss: 0.4076 - val\_accuracy: 0.8388 - 189ms/epoch - 5ms/step  
## Epoch 26/50  
## 36/36 - 0s - loss: 0.3953 - accuracy: 0.8416 - val\_loss: 0.4011 - val\_accuracy: 0.8384 - 190ms/epoch - 5ms/step  
## Epoch 27/50  
## 36/36 - 0s - loss: 0.3959 - accuracy: 0.8418 - val\_loss: 0.4011 - val\_accuracy: 0.8365 - 187ms/epoch - 5ms/step  
## Epoch 28/50  
## 36/36 - 0s - loss: 0.3931 - accuracy: 0.8415 - val\_loss: 0.3987 - val\_accuracy: 0.8315 - 192ms/epoch - 5ms/step  
## Epoch 29/50  
## 36/36 - 0s - loss: 0.3919 - accuracy: 0.8389 - val\_loss: 0.3912 - val\_accuracy: 0.8406 - 192ms/epoch - 5ms/step  
## Epoch 30/50  
## 36/36 - 0s - loss: 0.3890 - accuracy: 0.8418 - val\_loss: 0.3885 - val\_accuracy: 0.8446 - 185ms/epoch - 5ms/step  
## Epoch 31/50  
## 36/36 - 0s - loss: 0.3882 - accuracy: 0.8436 - val\_loss: 0.3886 - val\_accuracy: 0.8397 - 187ms/epoch - 5ms/step  
## Epoch 32/50  
## 36/36 - 0s - loss: 0.3858 - accuracy: 0.8440 - val\_loss: 0.3854 - val\_accuracy: 0.8416 - 203ms/epoch - 6ms/step  
## Epoch 33/50  
## 36/36 - 0s - loss: 0.3788 - accuracy: 0.8468 - val\_loss: 0.3829 - val\_accuracy: 0.8425 - 192ms/epoch - 5ms/step  
## Epoch 34/50  
## 36/36 - 0s - loss: 0.3800 - accuracy: 0.8432 - val\_loss: 0.3809 - val\_accuracy: 0.8450 - 198ms/epoch - 5ms/step  
## Epoch 35/50  
## 36/36 - 0s - loss: 0.3756 - accuracy: 0.8455 - val\_loss: 0.3793 - val\_accuracy: 0.8443 - 202ms/epoch - 6ms/step  
## Epoch 36/50  
## 36/36 - 0s - loss: 0.3794 - accuracy: 0.8446 - val\_loss: 0.3777 - val\_accuracy: 0.8431 - 190ms/epoch - 5ms/step  
## Epoch 37/50  
## 36/36 - 0s - loss: 0.3738 - accuracy: 0.8479 - val\_loss: 0.3770 - val\_accuracy: 0.8468 - 207ms/epoch - 6ms/step  
## Epoch 38/50  
## 36/36 - 0s - loss: 0.3723 - accuracy: 0.8479 - val\_loss: 0.3711 - val\_accuracy: 0.8494 - 238ms/epoch - 7ms/step  
## Epoch 39/50  
## 36/36 - 0s - loss: 0.3703 - accuracy: 0.8488 - val\_loss: 0.3785 - val\_accuracy: 0.8449 - 217ms/epoch - 6ms/step  
## Epoch 40/50  
## 36/36 - 0s - loss: 0.3704 - accuracy: 0.8506 - val\_loss: 0.3686 - val\_accuracy: 0.8491 - 190ms/epoch - 5ms/step  
## Epoch 41/50  
## 36/36 - 0s - loss: 0.3702 - accuracy: 0.8471 - val\_loss: 0.3701 - val\_accuracy: 0.8496 - 193ms/epoch - 5ms/step  
## Epoch 42/50  
## 36/36 - 0s - loss: 0.3685 - accuracy: 0.8497 - val\_loss: 0.3693 - val\_accuracy: 0.8496 - 189ms/epoch - 5ms/step

plot(history)
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for (x in 1:4) {  
 if (x %% 2 == 0) {  
 print(max(unlist(history$metrics[x])))  
 } else {  
 print(min(unlist(history$metrics[x])))  
 }  
}

## [1] 0.3684961  
## [1] 0.8505684  
## [1] 0.3686098  
## [1] 0.8496098

### Evaluate generalized model

predictions <- predict(model, test\_features)

## 284/284 - 0s - 305ms/epoch - 1ms/step

test\_set$p\_prob <- predictions[, 1]

#### ROC curve

roc\_data <- data.frame(threshold=seq(1,0,-0.01), fpr=0, tpr=0)  
for (i in roc\_data$threshold) {  
   
 over\_threshold <- test\_set[test\_set$p\_prob >= i, ]  
   
 fpr <- sum(over\_threshold$booking\_status==0)/sum(test\_set$booking\_status==0)  
 roc\_data[roc\_data$threshold==i, "fpr"] <- fpr  
   
 tpr <- sum(over\_threshold$booking\_status==1)/sum(test\_set$booking\_status==1)  
 roc\_data[roc\_data$threshold==i, "tpr"] <- tpr  
   
}  
  
ggplot() +  
 geom\_line(data = roc\_data, aes(x=fpr, y=tpr, color = threshold), size = 2) +  
 scale\_color\_gradientn(colors = rainbow(3)) +  
 geom\_abline(intercept = 0, slope = 1, lty = 2) +  
 geom\_point(data = roc\_data[seq(1, 101, 10), ], aes(x = fpr, y =tpr)) +  
 geom\_text(data = roc\_data[seq(1, 101, 10), ],  
 aes(x = fpr, y = tpr, label = threshold, hjust = 1.2, vjust = -0.2))

## Warning: Using `size` aesthetic for lines was deprecated in ggplot2 3.4.0.  
## ℹ Please use `linewidth` instead.  
## This warning is displayed once every 8 hours.  
## Call `lifecycle::last\_lifecycle\_warnings()` to see where this warning was  
## generated.
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#### AUC

auc <- auc(x = roc\_data$fpr, y = roc\_data$tpr, type = "spline")

## Warning in regularize.values(x, y, ties, missing(ties)): collapsing to unique  
## 'x' values

auc

## [1] 0.9161274

#### Calibration Curve

calibration\_data <- data.frame(bin\_midpoint=seq(0.05, 0.95, 0.1),  
 observed\_event\_percentage=0)  
for (i in seq(0.05,0.95,0.1)) {  
   
 in\_interval <- test\_set[test\_set$p\_prob >= (i-0.05) & test\_set$p\_prob <= (i+0.05), ]  
 oep <- nrow(in\_interval[in\_interval$booking\_status==1, ])/nrow(in\_interval)  
 calibration\_data[calibration\_data$bin\_midpoint==i, "observed\_event\_percentage"] <- oep  
   
}  
  
ggplot(data = calibration\_data, aes(x = bin\_midpoint, y = observed\_event\_percentage)) +  
 geom\_line(size = 1) +  
 geom\_abline(intercept = 0, slope = 1, lty = 2) +  
 geom\_point(size = 2) +  
 geom\_text(aes(label = bin\_midpoint), hjust = 0.75, vjust = -0.5)

![](data:image/png;base64,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)

### Model that Fails to Overfit

model\_small <- keras\_model\_sequential(list(  
 layer\_dense(units = 75, activation = "relu"),  
 layer\_dense(units = 37, activation = "relu"),  
 layer\_dense(units = 1, activation = "sigmoid")  
))  
  
compile(model\_small,  
 optimizer = "rmsprop",  
 loss = "binary\_crossentropy",  
 metrics = "accuracy")  
  
history\_small <- fit(model\_small, training\_features, training\_labels,  
 epochs = 200, batch\_size = 512, validation\_split = 0.33)

## Epoch 1/200  
## 36/36 - 1s - loss: 0.5346 - accuracy: 0.7545 - val\_loss: 0.4812 - val\_accuracy: 0.7787 - 597ms/epoch - 17ms/step  
## Epoch 2/200  
## 36/36 - 0s - loss: 0.4429 - accuracy: 0.7961 - val\_loss: 0.4458 - val\_accuracy: 0.7944 - 105ms/epoch - 3ms/step  
## Epoch 3/200  
## 36/36 - 0s - loss: 0.4118 - accuracy: 0.8159 - val\_loss: 0.4291 - val\_accuracy: 0.8071 - 107ms/epoch - 3ms/step  
## Epoch 4/200  
## 36/36 - 0s - loss: 0.3965 - accuracy: 0.8245 - val\_loss: 0.4178 - val\_accuracy: 0.8145 - 102ms/epoch - 3ms/step  
## Epoch 5/200  
## 36/36 - 0s - loss: 0.3872 - accuracy: 0.8279 - val\_loss: 0.4091 - val\_accuracy: 0.8157 - 91ms/epoch - 3ms/step  
## Epoch 6/200  
## 36/36 - 0s - loss: 0.3803 - accuracy: 0.8308 - val\_loss: 0.4072 - val\_accuracy: 0.8161 - 92ms/epoch - 3ms/step  
## Epoch 7/200  
## 36/36 - 0s - loss: 0.3750 - accuracy: 0.8350 - val\_loss: 0.4045 - val\_accuracy: 0.8149 - 90ms/epoch - 2ms/step  
## Epoch 8/200  
## 36/36 - 0s - loss: 0.3706 - accuracy: 0.8367 - val\_loss: 0.3970 - val\_accuracy: 0.8202 - 99ms/epoch - 3ms/step  
## Epoch 9/200  
## 36/36 - 0s - loss: 0.3659 - accuracy: 0.8401 - val\_loss: 0.3910 - val\_accuracy: 0.8279 - 167ms/epoch - 5ms/step  
## Epoch 10/200  
## 36/36 - 0s - loss: 0.3622 - accuracy: 0.8423 - val\_loss: 0.3878 - val\_accuracy: 0.8298 - 120ms/epoch - 3ms/step  
## Epoch 11/200  
## 36/36 - 0s - loss: 0.3590 - accuracy: 0.8432 - val\_loss: 0.3870 - val\_accuracy: 0.8272 - 94ms/epoch - 3ms/step  
## Epoch 12/200  
## 36/36 - 0s - loss: 0.3557 - accuracy: 0.8436 - val\_loss: 0.3842 - val\_accuracy: 0.8275 - 95ms/epoch - 3ms/step  
## Epoch 13/200  
## 36/36 - 0s - loss: 0.3532 - accuracy: 0.8445 - val\_loss: 0.3839 - val\_accuracy: 0.8274 - 92ms/epoch - 3ms/step  
## Epoch 14/200  
## 36/36 - 0s - loss: 0.3497 - accuracy: 0.8447 - val\_loss: 0.3777 - val\_accuracy: 0.8298 - 105ms/epoch - 3ms/step  
## Epoch 15/200  
## 36/36 - 0s - loss: 0.3477 - accuracy: 0.8461 - val\_loss: 0.3805 - val\_accuracy: 0.8281 - 90ms/epoch - 3ms/step  
## Epoch 16/200  
## 36/36 - 0s - loss: 0.3456 - accuracy: 0.8464 - val\_loss: 0.3791 - val\_accuracy: 0.8260 - 90ms/epoch - 3ms/step  
## Epoch 17/200  
## 36/36 - 0s - loss: 0.3425 - accuracy: 0.8483 - val\_loss: 0.3711 - val\_accuracy: 0.8333 - 87ms/epoch - 2ms/step  
## Epoch 18/200  
## 36/36 - 0s - loss: 0.3413 - accuracy: 0.8484 - val\_loss: 0.3738 - val\_accuracy: 0.8304 - 94ms/epoch - 3ms/step  
## Epoch 19/200  
## 36/36 - 0s - loss: 0.3395 - accuracy: 0.8493 - val\_loss: 0.3694 - val\_accuracy: 0.8334 - 111ms/epoch - 3ms/step  
## Epoch 20/200  
## 36/36 - 0s - loss: 0.3369 - accuracy: 0.8502 - val\_loss: 0.3719 - val\_accuracy: 0.8328 - 95ms/epoch - 3ms/step  
## Epoch 21/200  
## 36/36 - 0s - loss: 0.3349 - accuracy: 0.8519 - val\_loss: 0.3655 - val\_accuracy: 0.8359 - 96ms/epoch - 3ms/step  
## Epoch 22/200  
## 36/36 - 0s - loss: 0.3335 - accuracy: 0.8516 - val\_loss: 0.3666 - val\_accuracy: 0.8339 - 92ms/epoch - 3ms/step  
## Epoch 23/200  
## 36/36 - 0s - loss: 0.3314 - accuracy: 0.8524 - val\_loss: 0.3646 - val\_accuracy: 0.8339 - 95ms/epoch - 3ms/step  
## Epoch 24/200  
## 36/36 - 0s - loss: 0.3292 - accuracy: 0.8525 - val\_loss: 0.3667 - val\_accuracy: 0.8337 - 96ms/epoch - 3ms/step  
## Epoch 25/200  
## 36/36 - 0s - loss: 0.3277 - accuracy: 0.8536 - val\_loss: 0.3744 - val\_accuracy: 0.8283 - 98ms/epoch - 3ms/step  
## Epoch 26/200  
## 36/36 - 0s - loss: 0.3261 - accuracy: 0.8562 - val\_loss: 0.3599 - val\_accuracy: 0.8370 - 91ms/epoch - 3ms/step  
## Epoch 27/200  
## 36/36 - 0s - loss: 0.3243 - accuracy: 0.8572 - val\_loss: 0.3580 - val\_accuracy: 0.8394 - 95ms/epoch - 3ms/step  
## Epoch 28/200  
## 36/36 - 0s - loss: 0.3232 - accuracy: 0.8571 - val\_loss: 0.3689 - val\_accuracy: 0.8304 - 94ms/epoch - 3ms/step  
## Epoch 29/200  
## 36/36 - 0s - loss: 0.3202 - accuracy: 0.8581 - val\_loss: 0.3569 - val\_accuracy: 0.8412 - 92ms/epoch - 3ms/step  
## Epoch 30/200  
## 36/36 - 0s - loss: 0.3197 - accuracy: 0.8588 - val\_loss: 0.3611 - val\_accuracy: 0.8407 - 93ms/epoch - 3ms/step  
## Epoch 31/200  
## 36/36 - 0s - loss: 0.3184 - accuracy: 0.8593 - val\_loss: 0.3593 - val\_accuracy: 0.8391 - 96ms/epoch - 3ms/step  
## Epoch 32/200  
## 36/36 - 0s - loss: 0.3158 - accuracy: 0.8603 - val\_loss: 0.3624 - val\_accuracy: 0.8384 - 97ms/epoch - 3ms/step  
## Epoch 33/200  
## 36/36 - 0s - loss: 0.3161 - accuracy: 0.8608 - val\_loss: 0.3540 - val\_accuracy: 0.8430 - 96ms/epoch - 3ms/step  
## Epoch 34/200  
## 36/36 - 0s - loss: 0.3136 - accuracy: 0.8612 - val\_loss: 0.3527 - val\_accuracy: 0.8430 - 92ms/epoch - 3ms/step  
## Epoch 35/200  
## 36/36 - 0s - loss: 0.3123 - accuracy: 0.8624 - val\_loss: 0.3649 - val\_accuracy: 0.8358 - 92ms/epoch - 3ms/step  
## Epoch 36/200  
## 36/36 - 0s - loss: 0.3112 - accuracy: 0.8616 - val\_loss: 0.3548 - val\_accuracy: 0.8389 - 100ms/epoch - 3ms/step  
## Epoch 37/200  
## 36/36 - 0s - loss: 0.3094 - accuracy: 0.8637 - val\_loss: 0.3524 - val\_accuracy: 0.8423 - 96ms/epoch - 3ms/step  
## Epoch 38/200  
## 36/36 - 0s - loss: 0.3094 - accuracy: 0.8645 - val\_loss: 0.3528 - val\_accuracy: 0.8416 - 90ms/epoch - 2ms/step  
## Epoch 39/200  
## 36/36 - 0s - loss: 0.3072 - accuracy: 0.8661 - val\_loss: 0.3484 - val\_accuracy: 0.8470 - 96ms/epoch - 3ms/step  
## Epoch 40/200  
## 36/36 - 0s - loss: 0.3067 - accuracy: 0.8654 - val\_loss: 0.3486 - val\_accuracy: 0.8465 - 94ms/epoch - 3ms/step  
## Epoch 41/200  
## 36/36 - 0s - loss: 0.3061 - accuracy: 0.8651 - val\_loss: 0.3487 - val\_accuracy: 0.8465 - 100ms/epoch - 3ms/step  
## Epoch 42/200  
## 36/36 - 0s - loss: 0.3042 - accuracy: 0.8663 - val\_loss: 0.3535 - val\_accuracy: 0.8436 - 91ms/epoch - 3ms/step  
## Epoch 43/200  
## 36/36 - 0s - loss: 0.3027 - accuracy: 0.8663 - val\_loss: 0.3482 - val\_accuracy: 0.8468 - 92ms/epoch - 3ms/step  
## Epoch 44/200  
## 36/36 - 0s - loss: 0.3020 - accuracy: 0.8684 - val\_loss: 0.3473 - val\_accuracy: 0.8468 - 96ms/epoch - 3ms/step  
## Epoch 45/200  
## 36/36 - 0s - loss: 0.3001 - accuracy: 0.8662 - val\_loss: 0.3495 - val\_accuracy: 0.8452 - 93ms/epoch - 3ms/step  
## Epoch 46/200  
## 36/36 - 0s - loss: 0.2998 - accuracy: 0.8695 - val\_loss: 0.3491 - val\_accuracy: 0.8454 - 100ms/epoch - 3ms/step  
## Epoch 47/200  
## 36/36 - 0s - loss: 0.2992 - accuracy: 0.8685 - val\_loss: 0.3464 - val\_accuracy: 0.8485 - 98ms/epoch - 3ms/step  
## Epoch 48/200  
## 36/36 - 0s - loss: 0.2982 - accuracy: 0.8688 - val\_loss: 0.3447 - val\_accuracy: 0.8466 - 96ms/epoch - 3ms/step  
## Epoch 49/200  
## 36/36 - 0s - loss: 0.2968 - accuracy: 0.8702 - val\_loss: 0.3469 - val\_accuracy: 0.8455 - 95ms/epoch - 3ms/step  
## Epoch 50/200  
## 36/36 - 0s - loss: 0.2947 - accuracy: 0.8705 - val\_loss: 0.3564 - val\_accuracy: 0.8427 - 96ms/epoch - 3ms/step  
## Epoch 51/200  
## 36/36 - 0s - loss: 0.2950 - accuracy: 0.8718 - val\_loss: 0.3443 - val\_accuracy: 0.8466 - 95ms/epoch - 3ms/step  
## Epoch 52/200  
## 36/36 - 0s - loss: 0.2927 - accuracy: 0.8716 - val\_loss: 0.3514 - val\_accuracy: 0.8441 - 96ms/epoch - 3ms/step  
## Epoch 53/200  
## 36/36 - 0s - loss: 0.2937 - accuracy: 0.8722 - val\_loss: 0.3466 - val\_accuracy: 0.8465 - 94ms/epoch - 3ms/step  
## Epoch 54/200  
## 36/36 - 0s - loss: 0.2917 - accuracy: 0.8730 - val\_loss: 0.3445 - val\_accuracy: 0.8499 - 95ms/epoch - 3ms/step  
## Epoch 55/200  
## 36/36 - 0s - loss: 0.2916 - accuracy: 0.8719 - val\_loss: 0.3460 - val\_accuracy: 0.8462 - 99ms/epoch - 3ms/step  
## Epoch 56/200  
## 36/36 - 0s - loss: 0.2893 - accuracy: 0.8738 - val\_loss: 0.3441 - val\_accuracy: 0.8468 - 95ms/epoch - 3ms/step  
## Epoch 57/200  
## 36/36 - 0s - loss: 0.2905 - accuracy: 0.8725 - val\_loss: 0.3446 - val\_accuracy: 0.8483 - 98ms/epoch - 3ms/step  
## Epoch 58/200  
## 36/36 - 0s - loss: 0.2880 - accuracy: 0.8736 - val\_loss: 0.3481 - val\_accuracy: 0.8466 - 93ms/epoch - 3ms/step  
## Epoch 59/200  
## 36/36 - 0s - loss: 0.2867 - accuracy: 0.8752 - val\_loss: 0.3431 - val\_accuracy: 0.8479 - 94ms/epoch - 3ms/step  
## Epoch 60/200  
## 36/36 - 0s - loss: 0.2880 - accuracy: 0.8731 - val\_loss: 0.3415 - val\_accuracy: 0.8528 - 93ms/epoch - 3ms/step  
## Epoch 61/200  
## 36/36 - 0s - loss: 0.2859 - accuracy: 0.8743 - val\_loss: 0.3408 - val\_accuracy: 0.8494 - 94ms/epoch - 3ms/step  
## Epoch 62/200  
## 36/36 - 0s - loss: 0.2857 - accuracy: 0.8745 - val\_loss: 0.3426 - val\_accuracy: 0.8520 - 99ms/epoch - 3ms/step  
## Epoch 63/200  
## 36/36 - 0s - loss: 0.2860 - accuracy: 0.8782 - val\_loss: 0.3436 - val\_accuracy: 0.8484 - 95ms/epoch - 3ms/step  
## Epoch 64/200  
## 36/36 - 0s - loss: 0.2846 - accuracy: 0.8764 - val\_loss: 0.3461 - val\_accuracy: 0.8491 - 98ms/epoch - 3ms/step  
## Epoch 65/200  
## 36/36 - 0s - loss: 0.2835 - accuracy: 0.8780 - val\_loss: 0.3457 - val\_accuracy: 0.8504 - 92ms/epoch - 3ms/step  
## Epoch 66/200  
## 36/36 - 0s - loss: 0.2833 - accuracy: 0.8758 - val\_loss: 0.3558 - val\_accuracy: 0.8470 - 98ms/epoch - 3ms/step  
## Epoch 67/200  
## 36/36 - 0s - loss: 0.2817 - accuracy: 0.8773 - val\_loss: 0.3483 - val\_accuracy: 0.8484 - 106ms/epoch - 3ms/step  
## Epoch 68/200  
## 36/36 - 0s - loss: 0.2822 - accuracy: 0.8763 - val\_loss: 0.3408 - val\_accuracy: 0.8496 - 93ms/epoch - 3ms/step  
## Epoch 69/200  
## 36/36 - 0s - loss: 0.2801 - accuracy: 0.8793 - val\_loss: 0.3434 - val\_accuracy: 0.8513 - 93ms/epoch - 3ms/step  
## Epoch 70/200  
## 36/36 - 0s - loss: 0.2797 - accuracy: 0.8757 - val\_loss: 0.3429 - val\_accuracy: 0.8504 - 94ms/epoch - 3ms/step  
## Epoch 71/200  
## 36/36 - 0s - loss: 0.2796 - accuracy: 0.8773 - val\_loss: 0.3391 - val\_accuracy: 0.8533 - 93ms/epoch - 3ms/step  
## Epoch 72/200  
## 36/36 - 0s - loss: 0.2788 - accuracy: 0.8795 - val\_loss: 0.3492 - val\_accuracy: 0.8489 - 93ms/epoch - 3ms/step  
## Epoch 73/200  
## 36/36 - 0s - loss: 0.2775 - accuracy: 0.8798 - val\_loss: 0.3489 - val\_accuracy: 0.8499 - 99ms/epoch - 3ms/step  
## Epoch 74/200  
## 36/36 - 0s - loss: 0.2766 - accuracy: 0.8806 - val\_loss: 0.3459 - val\_accuracy: 0.8512 - 106ms/epoch - 3ms/step  
## Epoch 75/200  
## 36/36 - 0s - loss: 0.2763 - accuracy: 0.8805 - val\_loss: 0.3605 - val\_accuracy: 0.8426 - 125ms/epoch - 3ms/step  
## Epoch 76/200  
## 36/36 - 0s - loss: 0.2765 - accuracy: 0.8799 - val\_loss: 0.3424 - val\_accuracy: 0.8518 - 109ms/epoch - 3ms/step  
## Epoch 77/200  
## 36/36 - 0s - loss: 0.2754 - accuracy: 0.8799 - val\_loss: 0.3504 - val\_accuracy: 0.8495 - 107ms/epoch - 3ms/step  
## Epoch 78/200  
## 36/36 - 0s - loss: 0.2736 - accuracy: 0.8814 - val\_loss: 0.3510 - val\_accuracy: 0.8486 - 93ms/epoch - 3ms/step  
## Epoch 79/200  
## 36/36 - 0s - loss: 0.2733 - accuracy: 0.8818 - val\_loss: 0.3438 - val\_accuracy: 0.8524 - 95ms/epoch - 3ms/step  
## Epoch 80/200  
## 36/36 - 0s - loss: 0.2743 - accuracy: 0.8813 - val\_loss: 0.3472 - val\_accuracy: 0.8521 - 94ms/epoch - 3ms/step  
## Epoch 81/200  
## 36/36 - 0s - loss: 0.2733 - accuracy: 0.8822 - val\_loss: 0.3452 - val\_accuracy: 0.8513 - 90ms/epoch - 3ms/step  
## Epoch 82/200  
## 36/36 - 0s - loss: 0.2714 - accuracy: 0.8820 - val\_loss: 0.3452 - val\_accuracy: 0.8504 - 95ms/epoch - 3ms/step  
## Epoch 83/200  
## 36/36 - 0s - loss: 0.2698 - accuracy: 0.8832 - val\_loss: 0.3423 - val\_accuracy: 0.8543 - 101ms/epoch - 3ms/step  
## Epoch 84/200  
## 36/36 - 0s - loss: 0.2712 - accuracy: 0.8839 - val\_loss: 0.3466 - val\_accuracy: 0.8513 - 92ms/epoch - 3ms/step  
## Epoch 85/200  
## 36/36 - 0s - loss: 0.2709 - accuracy: 0.8830 - val\_loss: 0.3403 - val\_accuracy: 0.8543 - 97ms/epoch - 3ms/step  
## Epoch 86/200  
## 36/36 - 0s - loss: 0.2688 - accuracy: 0.8845 - val\_loss: 0.3421 - val\_accuracy: 0.8514 - 94ms/epoch - 3ms/step  
## Epoch 87/200  
## 36/36 - 0s - loss: 0.2682 - accuracy: 0.8828 - val\_loss: 0.3439 - val\_accuracy: 0.8515 - 92ms/epoch - 3ms/step  
## Epoch 88/200  
## 36/36 - 0s - loss: 0.2688 - accuracy: 0.8826 - val\_loss: 0.3576 - val\_accuracy: 0.8482 - 96ms/epoch - 3ms/step  
## Epoch 89/200  
## 36/36 - 0s - loss: 0.2678 - accuracy: 0.8834 - val\_loss: 0.3389 - val\_accuracy: 0.8545 - 94ms/epoch - 3ms/step  
## Epoch 90/200  
## 36/36 - 0s - loss: 0.2681 - accuracy: 0.8826 - val\_loss: 0.3423 - val\_accuracy: 0.8541 - 92ms/epoch - 3ms/step  
## Epoch 91/200  
## 36/36 - 0s - loss: 0.2663 - accuracy: 0.8846 - val\_loss: 0.3471 - val\_accuracy: 0.8536 - 103ms/epoch - 3ms/step  
## Epoch 92/200  
## 36/36 - 0s - loss: 0.2674 - accuracy: 0.8842 - val\_loss: 0.3394 - val\_accuracy: 0.8582 - 98ms/epoch - 3ms/step  
## Epoch 93/200  
## 36/36 - 0s - loss: 0.2652 - accuracy: 0.8851 - val\_loss: 0.3479 - val\_accuracy: 0.8540 - 97ms/epoch - 3ms/step  
## Epoch 94/200  
## 36/36 - 0s - loss: 0.2662 - accuracy: 0.8847 - val\_loss: 0.3412 - val\_accuracy: 0.8564 - 94ms/epoch - 3ms/step  
## Epoch 95/200  
## 36/36 - 0s - loss: 0.2634 - accuracy: 0.8848 - val\_loss: 0.3448 - val\_accuracy: 0.8528 - 93ms/epoch - 3ms/step  
## Epoch 96/200  
## 36/36 - 0s - loss: 0.2643 - accuracy: 0.8851 - val\_loss: 0.3428 - val\_accuracy: 0.8536 - 95ms/epoch - 3ms/step  
## Epoch 97/200  
## 36/36 - 0s - loss: 0.2648 - accuracy: 0.8846 - val\_loss: 0.3441 - val\_accuracy: 0.8528 - 92ms/epoch - 3ms/step  
## Epoch 98/200  
## 36/36 - 0s - loss: 0.2622 - accuracy: 0.8867 - val\_loss: 0.3493 - val\_accuracy: 0.8512 - 92ms/epoch - 3ms/step  
## Epoch 99/200  
## 36/36 - 0s - loss: 0.2650 - accuracy: 0.8862 - val\_loss: 0.3469 - val\_accuracy: 0.8531 - 97ms/epoch - 3ms/step  
## Epoch 100/200  
## 36/36 - 0s - loss: 0.2635 - accuracy: 0.8864 - val\_loss: 0.3391 - val\_accuracy: 0.8557 - 93ms/epoch - 3ms/step  
## Epoch 101/200  
## 36/36 - 0s - loss: 0.2620 - accuracy: 0.8866 - val\_loss: 0.3457 - val\_accuracy: 0.8538 - 96ms/epoch - 3ms/step  
## Epoch 102/200  
## 36/36 - 0s - loss: 0.2617 - accuracy: 0.8881 - val\_loss: 0.3438 - val\_accuracy: 0.8557 - 97ms/epoch - 3ms/step  
## Epoch 103/200  
## 36/36 - 0s - loss: 0.2628 - accuracy: 0.8864 - val\_loss: 0.3538 - val\_accuracy: 0.8521 - 96ms/epoch - 3ms/step  
## Epoch 104/200  
## 36/36 - 0s - loss: 0.2601 - accuracy: 0.8866 - val\_loss: 0.3424 - val\_accuracy: 0.8508 - 98ms/epoch - 3ms/step  
## Epoch 105/200  
## 36/36 - 0s - loss: 0.2608 - accuracy: 0.8873 - val\_loss: 0.3447 - val\_accuracy: 0.8560 - 89ms/epoch - 2ms/step  
## Epoch 106/200  
## 36/36 - 0s - loss: 0.2591 - accuracy: 0.8873 - val\_loss: 0.3422 - val\_accuracy: 0.8556 - 95ms/epoch - 3ms/step  
## Epoch 107/200  
## 36/36 - 0s - loss: 0.2586 - accuracy: 0.8884 - val\_loss: 0.3454 - val\_accuracy: 0.8557 - 97ms/epoch - 3ms/step  
## Epoch 108/200  
## 36/36 - 0s - loss: 0.2598 - accuracy: 0.8874 - val\_loss: 0.3411 - val\_accuracy: 0.8574 - 91ms/epoch - 3ms/step  
## Epoch 109/200  
## 36/36 - 0s - loss: 0.2574 - accuracy: 0.8897 - val\_loss: 0.3461 - val\_accuracy: 0.8533 - 90ms/epoch - 3ms/step  
## Epoch 110/200  
## 36/36 - 0s - loss: 0.2578 - accuracy: 0.8902 - val\_loss: 0.3493 - val\_accuracy: 0.8517 - 91ms/epoch - 3ms/step  
## Epoch 111/200  
## 36/36 - 0s - loss: 0.2580 - accuracy: 0.8879 - val\_loss: 0.3492 - val\_accuracy: 0.8543 - 95ms/epoch - 3ms/step  
## Epoch 112/200  
## 36/36 - 0s - loss: 0.2571 - accuracy: 0.8899 - val\_loss: 0.3695 - val\_accuracy: 0.8465 - 93ms/epoch - 3ms/step  
## Epoch 113/200  
## 36/36 - 0s - loss: 0.2558 - accuracy: 0.8884 - val\_loss: 0.3531 - val\_accuracy: 0.8516 - 92ms/epoch - 3ms/step  
## Epoch 114/200  
## 36/36 - 0s - loss: 0.2564 - accuracy: 0.8893 - val\_loss: 0.3457 - val\_accuracy: 0.8524 - 105ms/epoch - 3ms/step  
## Epoch 115/200  
## 36/36 - 0s - loss: 0.2562 - accuracy: 0.8895 - val\_loss: 0.3612 - val\_accuracy: 0.8503 - 103ms/epoch - 3ms/step  
## Epoch 116/200  
## 36/36 - 0s - loss: 0.2549 - accuracy: 0.8885 - val\_loss: 0.3497 - val\_accuracy: 0.8532 - 100ms/epoch - 3ms/step  
## Epoch 117/200  
## 36/36 - 0s - loss: 0.2543 - accuracy: 0.8901 - val\_loss: 0.3426 - val\_accuracy: 0.8585 - 95ms/epoch - 3ms/step  
## Epoch 118/200  
## 36/36 - 0s - loss: 0.2550 - accuracy: 0.8900 - val\_loss: 0.3587 - val\_accuracy: 0.8521 - 93ms/epoch - 3ms/step  
## Epoch 119/200  
## 36/36 - 0s - loss: 0.2541 - accuracy: 0.8892 - val\_loss: 0.3493 - val\_accuracy: 0.8534 - 102ms/epoch - 3ms/step  
## Epoch 120/200  
## 36/36 - 0s - loss: 0.2532 - accuracy: 0.8914 - val\_loss: 0.3570 - val\_accuracy: 0.8531 - 94ms/epoch - 3ms/step  
## Epoch 121/200  
## 36/36 - 0s - loss: 0.2541 - accuracy: 0.8894 - val\_loss: 0.3439 - val\_accuracy: 0.8556 - 95ms/epoch - 3ms/step  
## Epoch 122/200  
## 36/36 - 0s - loss: 0.2520 - accuracy: 0.8913 - val\_loss: 0.3397 - val\_accuracy: 0.8600 - 93ms/epoch - 3ms/step  
## Epoch 123/200  
## 36/36 - 0s - loss: 0.2522 - accuracy: 0.8916 - val\_loss: 0.3523 - val\_accuracy: 0.8545 - 96ms/epoch - 3ms/step  
## Epoch 124/200  
## 36/36 - 0s - loss: 0.2507 - accuracy: 0.8920 - val\_loss: 0.3423 - val\_accuracy: 0.8583 - 93ms/epoch - 3ms/step  
## Epoch 125/200  
## 36/36 - 0s - loss: 0.2504 - accuracy: 0.8918 - val\_loss: 0.3660 - val\_accuracy: 0.8515 - 96ms/epoch - 3ms/step  
## Epoch 126/200  
## 36/36 - 0s - loss: 0.2516 - accuracy: 0.8912 - val\_loss: 0.3537 - val\_accuracy: 0.8532 - 90ms/epoch - 3ms/step  
## Epoch 127/200  
## 36/36 - 0s - loss: 0.2531 - accuracy: 0.8914 - val\_loss: 0.3416 - val\_accuracy: 0.8567 - 92ms/epoch - 3ms/step  
## Epoch 128/200  
## 36/36 - 0s - loss: 0.2487 - accuracy: 0.8918 - val\_loss: 0.3464 - val\_accuracy: 0.8573 - 95ms/epoch - 3ms/step  
## Epoch 129/200  
## 36/36 - 0s - loss: 0.2497 - accuracy: 0.8922 - val\_loss: 0.3443 - val\_accuracy: 0.8553 - 96ms/epoch - 3ms/step  
## Epoch 130/200  
## 36/36 - 0s - loss: 0.2484 - accuracy: 0.8923 - val\_loss: 0.3468 - val\_accuracy: 0.8536 - 91ms/epoch - 3ms/step  
## Epoch 131/200  
## 36/36 - 0s - loss: 0.2505 - accuracy: 0.8935 - val\_loss: 0.3563 - val\_accuracy: 0.8540 - 90ms/epoch - 3ms/step  
## Epoch 132/200  
## 36/36 - 0s - loss: 0.2490 - accuracy: 0.8930 - val\_loss: 0.3439 - val\_accuracy: 0.8576 - 94ms/epoch - 3ms/step  
## Epoch 133/200  
## 36/36 - 0s - loss: 0.2475 - accuracy: 0.8927 - val\_loss: 0.3420 - val\_accuracy: 0.8604 - 95ms/epoch - 3ms/step  
## Epoch 134/200  
## 36/36 - 0s - loss: 0.2492 - accuracy: 0.8936 - val\_loss: 0.3435 - val\_accuracy: 0.8565 - 89ms/epoch - 2ms/step  
## Epoch 135/200  
## 36/36 - 0s - loss: 0.2482 - accuracy: 0.8933 - val\_loss: 0.3460 - val\_accuracy: 0.8586 - 90ms/epoch - 2ms/step  
## Epoch 136/200  
## 36/36 - 0s - loss: 0.2463 - accuracy: 0.8941 - val\_loss: 0.3641 - val\_accuracy: 0.8474 - 96ms/epoch - 3ms/step  
## Epoch 137/200  
## 36/36 - 0s - loss: 0.2471 - accuracy: 0.8941 - val\_loss: 0.3497 - val\_accuracy: 0.8545 - 97ms/epoch - 3ms/step  
## Epoch 138/200  
## 36/36 - 0s - loss: 0.2469 - accuracy: 0.8925 - val\_loss: 0.3456 - val\_accuracy: 0.8595 - 118ms/epoch - 3ms/step  
## Epoch 139/200  
## 36/36 - 0s - loss: 0.2450 - accuracy: 0.8955 - val\_loss: 0.3581 - val\_accuracy: 0.8537 - 110ms/epoch - 3ms/step  
## Epoch 140/200  
## 36/36 - 0s - loss: 0.2459 - accuracy: 0.8955 - val\_loss: 0.3461 - val\_accuracy: 0.8575 - 104ms/epoch - 3ms/step  
## Epoch 141/200  
## 36/36 - 0s - loss: 0.2456 - accuracy: 0.8960 - val\_loss: 0.3496 - val\_accuracy: 0.8584 - 123ms/epoch - 3ms/step  
## Epoch 142/200  
## 36/36 - 0s - loss: 0.2454 - accuracy: 0.8960 - val\_loss: 0.3445 - val\_accuracy: 0.8561 - 109ms/epoch - 3ms/step  
## Epoch 143/200  
## 36/36 - 0s - loss: 0.2443 - accuracy: 0.8955 - val\_loss: 0.3492 - val\_accuracy: 0.8583 - 93ms/epoch - 3ms/step  
## Epoch 144/200  
## 36/36 - 0s - loss: 0.2439 - accuracy: 0.8962 - val\_loss: 0.3451 - val\_accuracy: 0.8573 - 91ms/epoch - 3ms/step  
## Epoch 145/200  
## 36/36 - 0s - loss: 0.2440 - accuracy: 0.8968 - val\_loss: 0.3447 - val\_accuracy: 0.8611 - 96ms/epoch - 3ms/step  
## Epoch 146/200  
## 36/36 - 0s - loss: 0.2440 - accuracy: 0.8949 - val\_loss: 0.3467 - val\_accuracy: 0.8586 - 94ms/epoch - 3ms/step  
## Epoch 147/200  
## 36/36 - 0s - loss: 0.2434 - accuracy: 0.8959 - val\_loss: 0.3447 - val\_accuracy: 0.8560 - 95ms/epoch - 3ms/step  
## Epoch 148/200  
## 36/36 - 0s - loss: 0.2436 - accuracy: 0.8958 - val\_loss: 0.3495 - val\_accuracy: 0.8583 - 97ms/epoch - 3ms/step  
## Epoch 149/200  
## 36/36 - 0s - loss: 0.2432 - accuracy: 0.8962 - val\_loss: 0.3503 - val\_accuracy: 0.8573 - 94ms/epoch - 3ms/step  
## Epoch 150/200  
## 36/36 - 0s - loss: 0.2429 - accuracy: 0.8962 - val\_loss: 0.3473 - val\_accuracy: 0.8580 - 98ms/epoch - 3ms/step  
## Epoch 151/200  
## 36/36 - 0s - loss: 0.2415 - accuracy: 0.8976 - val\_loss: 0.3452 - val\_accuracy: 0.8580 - 95ms/epoch - 3ms/step  
## Epoch 152/200  
## 36/36 - 0s - loss: 0.2407 - accuracy: 0.8976 - val\_loss: 0.3505 - val\_accuracy: 0.8576 - 94ms/epoch - 3ms/step  
## Epoch 153/200  
## 36/36 - 0s - loss: 0.2404 - accuracy: 0.8968 - val\_loss: 0.3475 - val\_accuracy: 0.8599 - 96ms/epoch - 3ms/step  
## Epoch 154/200  
## 36/36 - 0s - loss: 0.2421 - accuracy: 0.8937 - val\_loss: 0.3457 - val\_accuracy: 0.8579 - 94ms/epoch - 3ms/step  
## Epoch 155/200  
## 36/36 - 0s - loss: 0.2401 - accuracy: 0.8967 - val\_loss: 0.3471 - val\_accuracy: 0.8596 - 92ms/epoch - 3ms/step  
## Epoch 156/200  
## 36/36 - 0s - loss: 0.2400 - accuracy: 0.8955 - val\_loss: 0.3455 - val\_accuracy: 0.8609 - 93ms/epoch - 3ms/step  
## Epoch 157/200  
## 36/36 - 0s - loss: 0.2406 - accuracy: 0.8977 - val\_loss: 0.3514 - val\_accuracy: 0.8566 - 99ms/epoch - 3ms/step  
## Epoch 158/200  
## 36/36 - 0s - loss: 0.2399 - accuracy: 0.8996 - val\_loss: 0.3669 - val\_accuracy: 0.8476 - 96ms/epoch - 3ms/step  
## Epoch 159/200  
## 36/36 - 0s - loss: 0.2393 - accuracy: 0.8984 - val\_loss: 0.3601 - val\_accuracy: 0.8571 - 96ms/epoch - 3ms/step  
## Epoch 160/200  
## 36/36 - 0s - loss: 0.2406 - accuracy: 0.8970 - val\_loss: 0.3517 - val\_accuracy: 0.8552 - 98ms/epoch - 3ms/step  
## Epoch 161/200  
## 36/36 - 0s - loss: 0.2384 - accuracy: 0.8992 - val\_loss: 0.3463 - val\_accuracy: 0.8575 - 94ms/epoch - 3ms/step  
## Epoch 162/200  
## 36/36 - 0s - loss: 0.2392 - accuracy: 0.8964 - val\_loss: 0.3679 - val\_accuracy: 0.8525 - 97ms/epoch - 3ms/step  
## Epoch 163/200  
## 36/36 - 0s - loss: 0.2383 - accuracy: 0.8969 - val\_loss: 0.3490 - val\_accuracy: 0.8603 - 94ms/epoch - 3ms/step  
## Epoch 164/200  
## 36/36 - 0s - loss: 0.2388 - accuracy: 0.8968 - val\_loss: 0.3562 - val\_accuracy: 0.8594 - 103ms/epoch - 3ms/step  
## Epoch 165/200  
## 36/36 - 0s - loss: 0.2399 - accuracy: 0.8978 - val\_loss: 0.3466 - val\_accuracy: 0.8581 - 93ms/epoch - 3ms/step  
## Epoch 166/200  
## 36/36 - 0s - loss: 0.2377 - accuracy: 0.8985 - val\_loss: 0.3518 - val\_accuracy: 0.8569 - 91ms/epoch - 3ms/step  
## Epoch 167/200  
## 36/36 - 0s - loss: 0.2368 - accuracy: 0.8998 - val\_loss: 0.3690 - val\_accuracy: 0.8477 - 100ms/epoch - 3ms/step  
## Epoch 168/200  
## 36/36 - 0s - loss: 0.2368 - accuracy: 0.8990 - val\_loss: 0.3768 - val\_accuracy: 0.8521 - 112ms/epoch - 3ms/step  
## Epoch 169/200  
## 36/36 - 0s - loss: 0.2375 - accuracy: 0.8981 - val\_loss: 0.3492 - val\_accuracy: 0.8543 - 107ms/epoch - 3ms/step  
## Epoch 170/200  
## 36/36 - 0s - loss: 0.2361 - accuracy: 0.8986 - val\_loss: 0.3515 - val\_accuracy: 0.8565 - 126ms/epoch - 3ms/step  
## Epoch 171/200  
## 36/36 - 0s - loss: 0.2356 - accuracy: 0.8998 - val\_loss: 0.3476 - val\_accuracy: 0.8589 - 99ms/epoch - 3ms/step  
## Epoch 172/200  
## 36/36 - 0s - loss: 0.2358 - accuracy: 0.8981 - val\_loss: 0.3604 - val\_accuracy: 0.8561 - 106ms/epoch - 3ms/step  
## Epoch 173/200  
## 36/36 - 0s - loss: 0.2364 - accuracy: 0.8993 - val\_loss: 0.3476 - val\_accuracy: 0.8572 - 98ms/epoch - 3ms/step  
## Epoch 174/200  
## 36/36 - 0s - loss: 0.2331 - accuracy: 0.9014 - val\_loss: 0.3614 - val\_accuracy: 0.8537 - 97ms/epoch - 3ms/step  
## Epoch 175/200  
## 36/36 - 0s - loss: 0.2360 - accuracy: 0.8996 - val\_loss: 0.3525 - val\_accuracy: 0.8577 - 90ms/epoch - 2ms/step  
## Epoch 176/200  
## 36/36 - 0s - loss: 0.2346 - accuracy: 0.8992 - val\_loss: 0.3588 - val\_accuracy: 0.8572 - 95ms/epoch - 3ms/step  
## Epoch 177/200  
## 36/36 - 0s - loss: 0.2341 - accuracy: 0.8992 - val\_loss: 0.3501 - val\_accuracy: 0.8569 - 99ms/epoch - 3ms/step  
## Epoch 178/200  
## 36/36 - 0s - loss: 0.2343 - accuracy: 0.8989 - val\_loss: 0.3640 - val\_accuracy: 0.8586 - 100ms/epoch - 3ms/step  
## Epoch 179/200  
## 36/36 - 0s - loss: 0.2328 - accuracy: 0.9000 - val\_loss: 0.3511 - val\_accuracy: 0.8601 - 93ms/epoch - 3ms/step  
## Epoch 180/200  
## 36/36 - 0s - loss: 0.2353 - accuracy: 0.8996 - val\_loss: 0.3554 - val\_accuracy: 0.8589 - 95ms/epoch - 3ms/step  
## Epoch 181/200  
## 36/36 - 0s - loss: 0.2331 - accuracy: 0.9010 - val\_loss: 0.3521 - val\_accuracy: 0.8610 - 94ms/epoch - 3ms/step  
## Epoch 182/200  
## 36/36 - 0s - loss: 0.2330 - accuracy: 0.8999 - val\_loss: 0.3521 - val\_accuracy: 0.8618 - 94ms/epoch - 3ms/step  
## Epoch 183/200  
## 36/36 - 0s - loss: 0.2324 - accuracy: 0.9010 - val\_loss: 0.3526 - val\_accuracy: 0.8583 - 97ms/epoch - 3ms/step  
## Epoch 184/200  
## 36/36 - 0s - loss: 0.2327 - accuracy: 0.9017 - val\_loss: 0.3650 - val\_accuracy: 0.8569 - 94ms/epoch - 3ms/step  
## Epoch 185/200  
## 36/36 - 0s - loss: 0.2322 - accuracy: 0.9020 - val\_loss: 0.3655 - val\_accuracy: 0.8479 - 96ms/epoch - 3ms/step  
## Epoch 186/200  
## 36/36 - 0s - loss: 0.2317 - accuracy: 0.9019 - val\_loss: 0.3662 - val\_accuracy: 0.8541 - 95ms/epoch - 3ms/step  
## Epoch 187/200  
## 36/36 - 0s - loss: 0.2312 - accuracy: 0.8996 - val\_loss: 0.3639 - val\_accuracy: 0.8546 - 94ms/epoch - 3ms/step  
## Epoch 188/200  
## 36/36 - 0s - loss: 0.2296 - accuracy: 0.9033 - val\_loss: 0.3581 - val\_accuracy: 0.8583 - 97ms/epoch - 3ms/step  
## Epoch 189/200  
## 36/36 - 0s - loss: 0.2319 - accuracy: 0.9013 - val\_loss: 0.3853 - val\_accuracy: 0.8515 - 98ms/epoch - 3ms/step  
## Epoch 190/200  
## 36/36 - 0s - loss: 0.2305 - accuracy: 0.9025 - val\_loss: 0.3762 - val\_accuracy: 0.8535 - 92ms/epoch - 3ms/step  
## Epoch 191/200  
## 36/36 - 0s - loss: 0.2318 - accuracy: 0.9012 - val\_loss: 0.3532 - val\_accuracy: 0.8584 - 90ms/epoch - 3ms/step  
## Epoch 192/200  
## 36/36 - 0s - loss: 0.2317 - accuracy: 0.8998 - val\_loss: 0.3531 - val\_accuracy: 0.8612 - 101ms/epoch - 3ms/step  
## Epoch 193/200  
## 36/36 - 0s - loss: 0.2295 - accuracy: 0.9017 - val\_loss: 0.3613 - val\_accuracy: 0.8542 - 94ms/epoch - 3ms/step  
## Epoch 194/200  
## 36/36 - 0s - loss: 0.2313 - accuracy: 0.9024 - val\_loss: 0.3541 - val\_accuracy: 0.8580 - 93ms/epoch - 3ms/step  
## Epoch 195/200  
## 36/36 - 0s - loss: 0.2281 - accuracy: 0.9021 - val\_loss: 0.3532 - val\_accuracy: 0.8580 - 96ms/epoch - 3ms/step  
## Epoch 196/200  
## 36/36 - 0s - loss: 0.2315 - accuracy: 0.9001 - val\_loss: 0.3797 - val\_accuracy: 0.8483 - 94ms/epoch - 3ms/step  
## Epoch 197/200  
## 36/36 - 0s - loss: 0.2291 - accuracy: 0.9020 - val\_loss: 0.3697 - val\_accuracy: 0.8514 - 95ms/epoch - 3ms/step  
## Epoch 198/200  
## 36/36 - 0s - loss: 0.2279 - accuracy: 0.9036 - val\_loss: 0.3684 - val\_accuracy: 0.8527 - 93ms/epoch - 3ms/step  
## Epoch 199/200  
## 36/36 - 0s - loss: 0.2296 - accuracy: 0.9016 - val\_loss: 0.3648 - val\_accuracy: 0.8590 - 93ms/epoch - 3ms/step  
## Epoch 200/200  
## 36/36 - 0s - loss: 0.2272 - accuracy: 0.9027 - val\_loss: 0.3566 - val\_accuracy: 0.8598 - 95ms/epoch - 3ms/step

plot(history\_small)
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for (x in 1:4) {  
 if (x %% 2 == 0) {  
 print(max(unlist(history\_small$metrics[x])))  
 } else {  
 print(min(unlist(history\_small$metrics[x])))  
 }  
}

## [1] 0.2272339  
## [1] 0.9036191  
## [1] 0.3389435  
## [1] 0.8617615

### Generalize smaller model

model\_small <- keras\_model\_sequential(list(  
 layer\_dense(units = 75, activation = "relu",  
 kernel\_regularizer = regularizer\_l2(0.002)),  
 layer\_batch\_normalization(),  
 layer\_dropout(rate=0.2),  
 layer\_dense(units = 37, activation = "relu",  
 kernel\_regularizer = regularizer\_l2(0.002)),  
 layer\_batch\_normalization(),  
 layer\_dropout(rate=0.2),  
 layer\_dense(units = 1, activation = "sigmoid")  
))  
  
compile(model\_small,  
 optimizer = "rmsprop",  
 loss = "binary\_crossentropy",  
 metrics = "accuracy")  
  
history\_small <- fit(model\_small, training\_features, training\_labels,  
 epochs = 50, batch\_size = 512, validation\_split = 0.33,  
 callbacks = list(callback\_early\_stopping(patience = 2)))

## Epoch 1/50  
## 36/36 - 1s - loss: 0.8792 - accuracy: 0.6609 - val\_loss: 0.7716 - val\_accuracy: 0.7177 - 1s/epoch - 28ms/step  
## Epoch 2/50  
## 36/36 - 0s - loss: 0.6869 - accuracy: 0.7695 - val\_loss: 0.7276 - val\_accuracy: 0.6960 - 141ms/epoch - 4ms/step  
## Epoch 3/50  
## 36/36 - 0s - loss: 0.6186 - accuracy: 0.7936 - val\_loss: 0.7141 - val\_accuracy: 0.6889 - 137ms/epoch - 4ms/step  
## Epoch 4/50  
## 36/36 - 0s - loss: 0.5772 - accuracy: 0.8066 - val\_loss: 0.6776 - val\_accuracy: 0.7038 - 143ms/epoch - 4ms/step  
## Epoch 5/50  
## 36/36 - 0s - loss: 0.5495 - accuracy: 0.8138 - val\_loss: 0.6404 - val\_accuracy: 0.7259 - 151ms/epoch - 4ms/step  
## Epoch 6/50  
## 36/36 - 0s - loss: 0.5263 - accuracy: 0.8172 - val\_loss: 0.6003 - val\_accuracy: 0.7464 - 142ms/epoch - 4ms/step  
## Epoch 7/50  
## 36/36 - 0s - loss: 0.5032 - accuracy: 0.8218 - val\_loss: 0.5751 - val\_accuracy: 0.7562 - 149ms/epoch - 4ms/step  
## Epoch 8/50  
## 36/36 - 0s - loss: 0.4892 - accuracy: 0.8255 - val\_loss: 0.5456 - val\_accuracy: 0.7717 - 138ms/epoch - 4ms/step  
## Epoch 9/50  
## 36/36 - 0s - loss: 0.4743 - accuracy: 0.8278 - val\_loss: 0.5276 - val\_accuracy: 0.7769 - 145ms/epoch - 4ms/step  
## Epoch 10/50  
## 36/36 - 0s - loss: 0.4638 - accuracy: 0.8294 - val\_loss: 0.5072 - val\_accuracy: 0.7873 - 136ms/epoch - 4ms/step  
## Epoch 11/50  
## 36/36 - 0s - loss: 0.4547 - accuracy: 0.8304 - val\_loss: 0.4916 - val\_accuracy: 0.8040 - 137ms/epoch - 4ms/step  
## Epoch 12/50  
## 36/36 - 0s - loss: 0.4413 - accuracy: 0.8358 - val\_loss: 0.4797 - val\_accuracy: 0.8054 - 145ms/epoch - 4ms/step  
## Epoch 13/50  
## 36/36 - 0s - loss: 0.4348 - accuracy: 0.8369 - val\_loss: 0.4643 - val\_accuracy: 0.8129 - 137ms/epoch - 4ms/step  
## Epoch 14/50  
## 36/36 - 0s - loss: 0.4293 - accuracy: 0.8368 - val\_loss: 0.4498 - val\_accuracy: 0.8230 - 139ms/epoch - 4ms/step  
## Epoch 15/50  
## 36/36 - 0s - loss: 0.4216 - accuracy: 0.8425 - val\_loss: 0.4411 - val\_accuracy: 0.8208 - 137ms/epoch - 4ms/step  
## Epoch 16/50  
## 36/36 - 0s - loss: 0.4135 - accuracy: 0.8413 - val\_loss: 0.4381 - val\_accuracy: 0.8226 - 143ms/epoch - 4ms/step  
## Epoch 17/50  
## 36/36 - 0s - loss: 0.4068 - accuracy: 0.8430 - val\_loss: 0.4313 - val\_accuracy: 0.8266 - 139ms/epoch - 4ms/step  
## Epoch 18/50  
## 36/36 - 0s - loss: 0.3998 - accuracy: 0.8444 - val\_loss: 0.4294 - val\_accuracy: 0.8241 - 135ms/epoch - 4ms/step  
## Epoch 19/50  
## 36/36 - 0s - loss: 0.3984 - accuracy: 0.8442 - val\_loss: 0.4136 - val\_accuracy: 0.8369 - 142ms/epoch - 4ms/step  
## Epoch 20/50  
## 36/36 - 0s - loss: 0.3932 - accuracy: 0.8465 - val\_loss: 0.4088 - val\_accuracy: 0.8407 - 137ms/epoch - 4ms/step  
## Epoch 21/50  
## 36/36 - 0s - loss: 0.3902 - accuracy: 0.8452 - val\_loss: 0.4075 - val\_accuracy: 0.8361 - 139ms/epoch - 4ms/step  
## Epoch 22/50  
## 36/36 - 0s - loss: 0.3839 - accuracy: 0.8475 - val\_loss: 0.4052 - val\_accuracy: 0.8365 - 136ms/epoch - 4ms/step  
## Epoch 23/50  
## 36/36 - 0s - loss: 0.3805 - accuracy: 0.8509 - val\_loss: 0.3999 - val\_accuracy: 0.8384 - 141ms/epoch - 4ms/step  
## Epoch 24/50  
## 36/36 - 0s - loss: 0.3778 - accuracy: 0.8491 - val\_loss: 0.3921 - val\_accuracy: 0.8460 - 141ms/epoch - 4ms/step  
## Epoch 25/50  
## 36/36 - 0s - loss: 0.3735 - accuracy: 0.8522 - val\_loss: 0.3922 - val\_accuracy: 0.8443 - 136ms/epoch - 4ms/step  
## Epoch 26/50  
## 36/36 - 0s - loss: 0.3706 - accuracy: 0.8518 - val\_loss: 0.3846 - val\_accuracy: 0.8439 - 141ms/epoch - 4ms/step  
## Epoch 27/50  
## 36/36 - 0s - loss: 0.3685 - accuracy: 0.8518 - val\_loss: 0.3908 - val\_accuracy: 0.8428 - 138ms/epoch - 4ms/step  
## Epoch 28/50  
## 36/36 - 0s - loss: 0.3639 - accuracy: 0.8541 - val\_loss: 0.3927 - val\_accuracy: 0.8406 - 137ms/epoch - 4ms/step

plot(history\_small)
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for (x in 1:4) {  
 if (x %% 2 == 0) {  
 print(max(unlist(history\_small$metrics[x])))  
 } else {  
 print(min(unlist(history\_small$metrics[x])))  
 }  
}

## [1] 0.3638667  
## [1] 0.8541381  
## [1] 0.3845876  
## [1] 0.8460423

### Evaluate smaller model

# Evaluate the smaller capacity model  
  
predictions <- predict(model\_small, test\_features)

## 284/284 - 0s - 239ms/epoch - 843us/step

test\_set$p\_prob2 <- predictions[, 1]  
  
# ROC curve  
  
roc\_data <- data.frame(threshold=seq(1,0,-0.01), fpr=0, tpr=0)  
for (i in roc\_data$threshold) {  
   
 over\_threshold <- test\_set[test\_set$p\_prob2 >= i, ]  
   
 fpr <- sum(over\_threshold$booking\_status==0)/sum(test\_set$booking\_status==0)  
 roc\_data[roc\_data$threshold==i, "fpr"] <- fpr  
   
 tpr <- sum(over\_threshold$booking\_status==1)/sum(test\_set$booking\_status==1)  
 roc\_data[roc\_data$threshold==i, "tpr"] <- tpr  
   
}  
  
ggplot() +  
 geom\_line(data = roc\_data, aes(x=fpr, y=tpr, color = threshold), size = 2) +  
 scale\_color\_gradientn(colors = rainbow(3)) +  
 geom\_abline(intercept = 0, slope = 1, lty = 2) +  
 geom\_point(data = roc\_data[seq(1, 101, 10), ], aes(x = fpr, y =tpr)) +  
 geom\_text(data = roc\_data[seq(1, 101, 10), ],  
 aes(x = fpr, y = tpr, label = threshold, hjust = 1.2, vjust = -0.2))
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# AUC  
  
auc <- auc(x = roc\_data$fpr, y = roc\_data$tpr, type = "spline")

## Warning in regularize.values(x, y, ties, missing(ties)): collapsing to unique  
## 'x' values

auc

## [1] 0.915843

# Calibration curve  
  
calibration\_data <- data.frame(bin\_midpoint=seq(0.05, 0.95, 0.1),  
 observed\_event\_percentage=0)  
for (i in seq(0.05,0.95,0.1)) {  
   
 in\_interval <- test\_set[test\_set$p\_prob2 >= (i-0.05) & test\_set$p\_prob2 <= (i+0.05), ]  
 oep <- nrow(in\_interval[in\_interval$booking\_status==1, ])/nrow(in\_interval)  
 calibration\_data[calibration\_data$bin\_midpoint==i, "observed\_event\_percentage"] <- oep  
   
}  
  
ggplot(data = calibration\_data, aes(x = bin\_midpoint, y = observed\_event\_percentage)) +  
 geom\_line(size = 1) +  
 geom\_abline(intercept = 0, slope = 1, lty = 2) +  
 geom\_point(size = 2) +  
 geom\_text(aes(label = bin\_midpoint), hjust = 0.75, vjust = -0.5)
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## Appendix

### Add early stop and batch normalization model

model <- keras\_model\_sequential(list(  
 layer\_dense(units = 75, activation = "relu"),  
 layer\_batch\_normalization(),  
 layer\_dense(units = 37, activation = "relu"),  
 layer\_batch\_normalization(),  
 layer\_dense(units = 1, activation = "sigmoid")  
))  
  
compile(model,  
 optimizer = "rmsprop",  
 loss = "binary\_crossentropy",  
 metrics = "accuracy")  
  
history <- fit(model, training\_features, training\_labels,  
 epochs = 25, batch\_size = 512, validation\_split = 0.33,  
 callbacks = list(callback\_early\_stopping(patience = 2)))

## Epoch 1/25  
## 36/36 - 1s - loss: 0.5510 - accuracy: 0.7179 - val\_loss: 0.5912 - val\_accuracy: 0.6824 - 853ms/epoch - 24ms/step  
## Epoch 2/25  
## 36/36 - 0s - loss: 0.4176 - accuracy: 0.8158 - val\_loss: 0.5554 - val\_accuracy: 0.7026 - 115ms/epoch - 3ms/step  
## Epoch 3/25  
## 36/36 - 0s - loss: 0.3766 - accuracy: 0.8351 - val\_loss: 0.5406 - val\_accuracy: 0.6988 - 117ms/epoch - 3ms/step  
## Epoch 4/25  
## 36/36 - 0s - loss: 0.3568 - accuracy: 0.8429 - val\_loss: 0.5165 - val\_accuracy: 0.7153 - 119ms/epoch - 3ms/step  
## Epoch 5/25  
## 36/36 - 0s - loss: 0.3440 - accuracy: 0.8507 - val\_loss: 0.4804 - val\_accuracy: 0.7526 - 115ms/epoch - 3ms/step  
## Epoch 6/25  
## 36/36 - 0s - loss: 0.3341 - accuracy: 0.8535 - val\_loss: 0.4619 - val\_accuracy: 0.7619 - 118ms/epoch - 3ms/step  
## Epoch 7/25  
## 36/36 - 0s - loss: 0.3268 - accuracy: 0.8586 - val\_loss: 0.4429 - val\_accuracy: 0.7776 - 115ms/epoch - 3ms/step  
## Epoch 8/25  
## 36/36 - 0s - loss: 0.3214 - accuracy: 0.8596 - val\_loss: 0.4120 - val\_accuracy: 0.8084 - 118ms/epoch - 3ms/step  
## Epoch 9/25  
## 36/36 - 0s - loss: 0.3152 - accuracy: 0.8630 - val\_loss: 0.4073 - val\_accuracy: 0.8072 - 118ms/epoch - 3ms/step  
## Epoch 10/25  
## 36/36 - 0s - loss: 0.3094 - accuracy: 0.8650 - val\_loss: 0.3817 - val\_accuracy: 0.8299 - 115ms/epoch - 3ms/step  
## Epoch 11/25  
## 36/36 - 0s - loss: 0.3052 - accuracy: 0.8662 - val\_loss: 0.3752 - val\_accuracy: 0.8349 - 117ms/epoch - 3ms/step  
## Epoch 12/25  
## 36/36 - 0s - loss: 0.3015 - accuracy: 0.8667 - val\_loss: 0.3674 - val\_accuracy: 0.8381 - 119ms/epoch - 3ms/step  
## Epoch 13/25  
## 36/36 - 0s - loss: 0.2972 - accuracy: 0.8698 - val\_loss: 0.3598 - val\_accuracy: 0.8410 - 115ms/epoch - 3ms/step  
## Epoch 14/25  
## 36/36 - 0s - loss: 0.2934 - accuracy: 0.8708 - val\_loss: 0.3604 - val\_accuracy: 0.8425 - 117ms/epoch - 3ms/step  
## Epoch 15/25  
## 36/36 - 0s - loss: 0.2896 - accuracy: 0.8714 - val\_loss: 0.3525 - val\_accuracy: 0.8453 - 114ms/epoch - 3ms/step  
## Epoch 16/25  
## 36/36 - 0s - loss: 0.2874 - accuracy: 0.8744 - val\_loss: 0.3511 - val\_accuracy: 0.8495 - 118ms/epoch - 3ms/step  
## Epoch 17/25  
## 36/36 - 0s - loss: 0.2849 - accuracy: 0.8751 - val\_loss: 0.3467 - val\_accuracy: 0.8470 - 117ms/epoch - 3ms/step  
## Epoch 18/25  
## 36/36 - 0s - loss: 0.2810 - accuracy: 0.8761 - val\_loss: 0.3526 - val\_accuracy: 0.8453 - 115ms/epoch - 3ms/step  
## Epoch 19/25  
## 36/36 - 0s - loss: 0.2788 - accuracy: 0.8782 - val\_loss: 0.3495 - val\_accuracy: 0.8503 - 114ms/epoch - 3ms/step

plot(history)
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for (x in 1:4) {  
 if (x %% 2 == 0) {  
 print(max(unlist(history$metrics[x])))  
 } else {  
 print(min(unlist(history$metrics[x])))  
 }  
}

## [1] 0.2788157  
## [1] 0.8781921  
## [1] 0.3466582  
## [1] 0.8502787

### Add L2 regularization

model <- keras\_model\_sequential(list(  
 layer\_dense(units = 75, activation = "relu",  
 kernel\_regularizer = regularizer\_l2(0.002)),  
 layer\_batch\_normalization(),  
 layer\_dense(units = 37, activation = "relu",  
 kernel\_regularizer = regularizer\_l2(0.002)),  
 layer\_batch\_normalization(),  
 layer\_dense(units = 1, activation = "sigmoid")  
))  
  
compile(model,  
 optimizer = "rmsprop",  
 loss = "binary\_crossentropy",  
 metrics = "accuracy")  
  
history <- fit(model, training\_features, training\_labels,  
 epochs = 25, batch\_size = 512, validation\_split = 0.33,  
 callbacks = list(callback\_early\_stopping(patience = 2)))

## Epoch 1/25  
## 36/36 - 1s - loss: 0.7206 - accuracy: 0.7556 - val\_loss: 0.7603 - val\_accuracy: 0.7657 - 874ms/epoch - 24ms/step  
## Epoch 2/25  
## 36/36 - 0s - loss: 0.5908 - accuracy: 0.8176 - val\_loss: 0.7037 - val\_accuracy: 0.7417 - 119ms/epoch - 3ms/step  
## Epoch 3/25  
## 36/36 - 0s - loss: 0.5331 - accuracy: 0.8340 - val\_loss: 0.6651 - val\_accuracy: 0.7338 - 117ms/epoch - 3ms/step  
## Epoch 4/25  
## 36/36 - 0s - loss: 0.4984 - accuracy: 0.8410 - val\_loss: 0.6290 - val\_accuracy: 0.7488 - 116ms/epoch - 3ms/step  
## Epoch 5/25  
## 36/36 - 0s - loss: 0.4728 - accuracy: 0.8448 - val\_loss: 0.5952 - val\_accuracy: 0.7727 - 117ms/epoch - 3ms/step  
## Epoch 6/25  
## 36/36 - 0s - loss: 0.4530 - accuracy: 0.8505 - val\_loss: 0.5696 - val\_accuracy: 0.7849 - 114ms/epoch - 3ms/step  
## Epoch 7/25  
## 36/36 - 0s - loss: 0.4377 - accuracy: 0.8545 - val\_loss: 0.5285 - val\_accuracy: 0.8059 - 121ms/epoch - 3ms/step  
## Epoch 8/25  
## 36/36 - 0s - loss: 0.4252 - accuracy: 0.8572 - val\_loss: 0.5139 - val\_accuracy: 0.8202 - 116ms/epoch - 3ms/step  
## Epoch 9/25  
## 36/36 - 0s - loss: 0.4136 - accuracy: 0.8592 - val\_loss: 0.4975 - val\_accuracy: 0.8270 - 120ms/epoch - 3ms/step  
## Epoch 10/25  
## 36/36 - 0s - loss: 0.4035 - accuracy: 0.8637 - val\_loss: 0.4781 - val\_accuracy: 0.8231 - 123ms/epoch - 3ms/step  
## Epoch 11/25  
## 36/36 - 0s - loss: 0.3953 - accuracy: 0.8637 - val\_loss: 0.4683 - val\_accuracy: 0.8373 - 139ms/epoch - 4ms/step  
## Epoch 12/25  
## 36/36 - 0s - loss: 0.3859 - accuracy: 0.8681 - val\_loss: 0.4527 - val\_accuracy: 0.8365 - 122ms/epoch - 3ms/step  
## Epoch 13/25  
## 36/36 - 0s - loss: 0.3804 - accuracy: 0.8685 - val\_loss: 0.4405 - val\_accuracy: 0.8408 - 119ms/epoch - 3ms/step  
## Epoch 14/25  
## 36/36 - 0s - loss: 0.3719 - accuracy: 0.8731 - val\_loss: 0.4329 - val\_accuracy: 0.8419 - 120ms/epoch - 3ms/step  
## Epoch 15/25  
## 36/36 - 0s - loss: 0.3672 - accuracy: 0.8711 - val\_loss: 0.4288 - val\_accuracy: 0.8444 - 116ms/epoch - 3ms/step  
## Epoch 16/25  
## 36/36 - 0s - loss: 0.3611 - accuracy: 0.8734 - val\_loss: 0.4304 - val\_accuracy: 0.8439 - 127ms/epoch - 4ms/step  
## Epoch 17/25  
## 36/36 - 0s - loss: 0.3545 - accuracy: 0.8769 - val\_loss: 0.4160 - val\_accuracy: 0.8464 - 117ms/epoch - 3ms/step  
## Epoch 18/25  
## 36/36 - 0s - loss: 0.3503 - accuracy: 0.8780 - val\_loss: 0.4198 - val\_accuracy: 0.8415 - 117ms/epoch - 3ms/step  
## Epoch 19/25  
## 36/36 - 0s - loss: 0.3461 - accuracy: 0.8790 - val\_loss: 0.4265 - val\_accuracy: 0.8438 - 118ms/epoch - 3ms/step

plot(history)
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for (x in 1:4) {  
 if (x %% 2 == 0) {  
 print(max(unlist(history$metrics[x])))  
 } else {  
 print(min(unlist(history$metrics[x])))  
 }  
}

## [1] 0.3461378  
## [1] 0.878961  
## [1] 0.4160261  
## [1] 0.8463768

### Add Dropout

model <- keras\_model\_sequential(list(  
 layer\_dense(units = 75, activation = "relu",  
 kernel\_regularizer = regularizer\_l2(0.002)),  
 layer\_batch\_normalization(),  
 layer\_dropout(rate=0.5),  
 layer\_dense(units = 37, activation = "relu",  
 kernel\_regularizer = regularizer\_l2(0.002)),  
 layer\_batch\_normalization(),  
 layer\_dropout(rate=0.5),  
 layer\_dense(units = 1, activation = "sigmoid")  
))  
  
compile(model,  
 optimizer = "rmsprop",  
 loss = "binary\_crossentropy",  
 metrics = "accuracy")  
  
history <- fit(model, training\_features, training\_labels,  
 epochs = 25, batch\_size = 512, validation\_split = 0.33,  
 callbacks = list(callback\_early\_stopping(patience = 2)))

## Epoch 1/25  
## 36/36 - 1s - loss: 0.9706 - accuracy: 0.6350 - val\_loss: 0.7704 - val\_accuracy: 0.7592 - 1s/epoch - 29ms/step  
## Epoch 2/25  
## 36/36 - 0s - loss: 0.8072 - accuracy: 0.7049 - val\_loss: 0.7181 - val\_accuracy: 0.7379 - 140ms/epoch - 4ms/step  
## Epoch 3/25  
## 36/36 - 0s - loss: 0.7178 - accuracy: 0.7461 - val\_loss: 0.6806 - val\_accuracy: 0.7411 - 147ms/epoch - 4ms/step  
## Epoch 4/25  
## 36/36 - 0s - loss: 0.6564 - accuracy: 0.7668 - val\_loss: 0.6496 - val\_accuracy: 0.7469 - 139ms/epoch - 4ms/step  
## Epoch 5/25  
## 36/36 - 0s - loss: 0.6199 - accuracy: 0.7790 - val\_loss: 0.6205 - val\_accuracy: 0.7604 - 150ms/epoch - 4ms/step  
## Epoch 6/25  
## 36/36 - 0s - loss: 0.5812 - accuracy: 0.7932 - val\_loss: 0.5959 - val\_accuracy: 0.7633 - 136ms/epoch - 4ms/step  
## Epoch 7/25  
## 36/36 - 0s - loss: 0.5516 - accuracy: 0.7997 - val\_loss: 0.5663 - val\_accuracy: 0.7785 - 137ms/epoch - 4ms/step  
## Epoch 8/25  
## 36/36 - 0s - loss: 0.5320 - accuracy: 0.8087 - val\_loss: 0.5430 - val\_accuracy: 0.7890 - 137ms/epoch - 4ms/step  
## Epoch 9/25  
## 36/36 - 0s - loss: 0.5112 - accuracy: 0.8119 - val\_loss: 0.5223 - val\_accuracy: 0.7979 - 142ms/epoch - 4ms/step  
## Epoch 10/25  
## 36/36 - 0s - loss: 0.4978 - accuracy: 0.8113 - val\_loss: 0.5099 - val\_accuracy: 0.8004 - 168ms/epoch - 5ms/step  
## Epoch 11/25  
## 36/36 - 0s - loss: 0.4847 - accuracy: 0.8175 - val\_loss: 0.4957 - val\_accuracy: 0.8018 - 143ms/epoch - 4ms/step  
## Epoch 12/25  
## 36/36 - 0s - loss: 0.4742 - accuracy: 0.8175 - val\_loss: 0.4843 - val\_accuracy: 0.8022 - 154ms/epoch - 4ms/step  
## Epoch 13/25  
## 36/36 - 0s - loss: 0.4663 - accuracy: 0.8215 - val\_loss: 0.4734 - val\_accuracy: 0.8130 - 143ms/epoch - 4ms/step  
## Epoch 14/25  
## 36/36 - 0s - loss: 0.4518 - accuracy: 0.8271 - val\_loss: 0.4646 - val\_accuracy: 0.8119 - 143ms/epoch - 4ms/step  
## Epoch 15/25  
## 36/36 - 0s - loss: 0.4439 - accuracy: 0.8278 - val\_loss: 0.4559 - val\_accuracy: 0.8132 - 139ms/epoch - 4ms/step  
## Epoch 16/25  
## 36/36 - 0s - loss: 0.4384 - accuracy: 0.8284 - val\_loss: 0.4448 - val\_accuracy: 0.8184 - 146ms/epoch - 4ms/step  
## Epoch 17/25  
## 36/36 - 0s - loss: 0.4324 - accuracy: 0.8280 - val\_loss: 0.4402 - val\_accuracy: 0.8195 - 144ms/epoch - 4ms/step  
## Epoch 18/25  
## 36/36 - 0s - loss: 0.4288 - accuracy: 0.8305 - val\_loss: 0.4339 - val\_accuracy: 0.8252 - 150ms/epoch - 4ms/step  
## Epoch 19/25  
## 36/36 - 0s - loss: 0.4201 - accuracy: 0.8315 - val\_loss: 0.4283 - val\_accuracy: 0.8252 - 153ms/epoch - 4ms/step  
## Epoch 20/25  
## 36/36 - 0s - loss: 0.4203 - accuracy: 0.8317 - val\_loss: 0.4223 - val\_accuracy: 0.8292 - 150ms/epoch - 4ms/step  
## Epoch 21/25  
## 36/36 - 0s - loss: 0.4140 - accuracy: 0.8333 - val\_loss: 0.4173 - val\_accuracy: 0.8305 - 140ms/epoch - 4ms/step  
## Epoch 22/25  
## 36/36 - 0s - loss: 0.4100 - accuracy: 0.8351 - val\_loss: 0.4156 - val\_accuracy: 0.8300 - 145ms/epoch - 4ms/step  
## Epoch 23/25  
## 36/36 - 0s - loss: 0.4089 - accuracy: 0.8354 - val\_loss: 0.4091 - val\_accuracy: 0.8282 - 140ms/epoch - 4ms/step  
## Epoch 24/25  
## 36/36 - 0s - loss: 0.4058 - accuracy: 0.8352 - val\_loss: 0.4068 - val\_accuracy: 0.8281 - 144ms/epoch - 4ms/step  
## Epoch 25/25  
## 36/36 - 0s - loss: 0.4010 - accuracy: 0.8390 - val\_loss: 0.4048 - val\_accuracy: 0.8289 - 144ms/epoch - 4ms/step

plot(history)
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for (x in 1:4) {  
 if (x %% 2 == 0) {  
 print(max(unlist(history$metrics[x])))  
 } else {  
 print(min(unlist(history$metrics[x])))  
 }  
}

## [1] 0.4010183  
## [1] 0.8390356  
## [1] 0.4047619  
## [1] 0.8305463

# Remove regularization

model <- keras\_model\_sequential(list(  
 layer\_dense(units = 75, activation = "relu"),  
 layer\_batch\_normalization(),  
 layer\_dropout(rate=0.5),  
 layer\_dense(units = 37, activation = "relu"),  
 layer\_batch\_normalization(),  
 layer\_dropout(rate=0.5),  
 layer\_dense(units = 1, activation = "sigmoid")  
))  
  
compile(model,  
 optimizer = "rmsprop",  
 loss = "binary\_crossentropy",  
 metrics = "accuracy")  
  
history <- fit(model, training\_features, training\_labels,  
 epochs = 25, batch\_size = 512, validation\_split = 0.33,  
 callbacks = list(callback\_early\_stopping(patience = 2)))

## Epoch 1/25  
## 36/36 - 1s - loss: 0.7336 - accuracy: 0.6335 - val\_loss: 0.5887 - val\_accuracy: 0.7595 - 928ms/epoch - 26ms/step  
## Epoch 2/25  
## 36/36 - 0s - loss: 0.6099 - accuracy: 0.7038 - val\_loss: 0.5458 - val\_accuracy: 0.7641 - 147ms/epoch - 4ms/step  
## Epoch 3/25  
## 36/36 - 0s - loss: 0.5408 - accuracy: 0.7385 - val\_loss: 0.5154 - val\_accuracy: 0.7673 - 140ms/epoch - 4ms/step  
## Epoch 4/25  
## 36/36 - 0s - loss: 0.4945 - accuracy: 0.7691 - val\_loss: 0.4946 - val\_accuracy: 0.7642 - 140ms/epoch - 4ms/step  
## Epoch 5/25  
## 36/36 - 0s - loss: 0.4736 - accuracy: 0.7833 - val\_loss: 0.4808 - val\_accuracy: 0.7656 - 141ms/epoch - 4ms/step  
## Epoch 6/25  
## 36/36 - 0s - loss: 0.4572 - accuracy: 0.7922 - val\_loss: 0.4624 - val\_accuracy: 0.7771 - 138ms/epoch - 4ms/step  
## Epoch 7/25  
## 36/36 - 0s - loss: 0.4407 - accuracy: 0.7980 - val\_loss: 0.4478 - val\_accuracy: 0.7900 - 144ms/epoch - 4ms/step  
## Epoch 8/25  
## 36/36 - 0s - loss: 0.4276 - accuracy: 0.8075 - val\_loss: 0.4372 - val\_accuracy: 0.7961 - 147ms/epoch - 4ms/step  
## Epoch 9/25  
## 36/36 - 0s - loss: 0.4226 - accuracy: 0.8092 - val\_loss: 0.4249 - val\_accuracy: 0.8041 - 141ms/epoch - 4ms/step  
## Epoch 10/25  
## 36/36 - 0s - loss: 0.4155 - accuracy: 0.8129 - val\_loss: 0.4173 - val\_accuracy: 0.8076 - 143ms/epoch - 4ms/step  
## Epoch 11/25  
## 36/36 - 0s - loss: 0.4091 - accuracy: 0.8153 - val\_loss: 0.4111 - val\_accuracy: 0.8114 - 144ms/epoch - 4ms/step  
## Epoch 12/25  
## 36/36 - 0s - loss: 0.4062 - accuracy: 0.8178 - val\_loss: 0.4065 - val\_accuracy: 0.8157 - 138ms/epoch - 4ms/step  
## Epoch 13/25  
## 36/36 - 0s - loss: 0.4040 - accuracy: 0.8196 - val\_loss: 0.4030 - val\_accuracy: 0.8171 - 141ms/epoch - 4ms/step  
## Epoch 14/25  
## 36/36 - 0s - loss: 0.3991 - accuracy: 0.8225 - val\_loss: 0.3978 - val\_accuracy: 0.8192 - 148ms/epoch - 4ms/step  
## Epoch 15/25  
## 36/36 - 0s - loss: 0.3951 - accuracy: 0.8240 - val\_loss: 0.3936 - val\_accuracy: 0.8203 - 138ms/epoch - 4ms/step  
## Epoch 16/25  
## 36/36 - 0s - loss: 0.3954 - accuracy: 0.8235 - val\_loss: 0.3917 - val\_accuracy: 0.8201 - 141ms/epoch - 4ms/step  
## Epoch 17/25  
## 36/36 - 0s - loss: 0.3917 - accuracy: 0.8249 - val\_loss: 0.3875 - val\_accuracy: 0.8242 - 142ms/epoch - 4ms/step  
## Epoch 18/25  
## 36/36 - 0s - loss: 0.3918 - accuracy: 0.8260 - val\_loss: 0.3868 - val\_accuracy: 0.8237 - 141ms/epoch - 4ms/step  
## Epoch 19/25  
## 36/36 - 0s - loss: 0.3898 - accuracy: 0.8244 - val\_loss: 0.3838 - val\_accuracy: 0.8251 - 142ms/epoch - 4ms/step  
## Epoch 20/25  
## 36/36 - 0s - loss: 0.3879 - accuracy: 0.8261 - val\_loss: 0.3822 - val\_accuracy: 0.8263 - 143ms/epoch - 4ms/step  
## Epoch 21/25  
## 36/36 - 0s - loss: 0.3853 - accuracy: 0.8285 - val\_loss: 0.3802 - val\_accuracy: 0.8291 - 147ms/epoch - 4ms/step  
## Epoch 22/25  
## 36/36 - 0s - loss: 0.3846 - accuracy: 0.8276 - val\_loss: 0.3795 - val\_accuracy: 0.8292 - 161ms/epoch - 4ms/step  
## Epoch 23/25  
## 36/36 - 0s - loss: 0.3842 - accuracy: 0.8303 - val\_loss: 0.3782 - val\_accuracy: 0.8303 - 140ms/epoch - 4ms/step  
## Epoch 24/25  
## 36/36 - 0s - loss: 0.3819 - accuracy: 0.8302 - val\_loss: 0.3771 - val\_accuracy: 0.8293 - 138ms/epoch - 4ms/step  
## Epoch 25/25  
## 36/36 - 0s - loss: 0.3794 - accuracy: 0.8313 - val\_loss: 0.3767 - val\_accuracy: 0.8294 - 142ms/epoch - 4ms/step

plot(history)

![](data:image/png;base64,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)

for (x in 1:4) {  
 if (x %% 2 == 0) {  
 print(max(unlist(history$metrics[x])))  
 } else {  
 print(min(unlist(history$metrics[x])))  
 }  
}

## [1] 0.3793762  
## [1] 0.8312922  
## [1] 0.3767341  
## [1] 0.8303233